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Preface

The AIX and IBM @server pSeries Certifications offered through the
Professional Certification Program from IBM are designed to validate the skills
required of technical professionals who work in the powerful and often complex
environments of AIX and IBM @server pSeries. A complete set of professional
certifications are available. They include:

IBM Certified AIX User

IBM Certified Specialist - AIX System Administration

IBM Certified Specialist - AIX System Support

IBM Certified Specialist - Business Intelligence for RS/6000

IBM Certified Specialist - Domino for RS/6000

IBM @server Certified Specialist - pSeries AlX System Administration
IBM @server Certified Specialist - pSeries AIX System Support
IBM @server Certified Specialist - pSeries Solution Sales

IBM Certified Specialist - RS/6000 Solution Sales

IBM Certified Specialist - RS/6000 SP and PSSP V3

RS/6000 SP - Sales Qualification

IBM Certified Specialist - Web Server for RS/6000

IBM @server Certified Specialist - pSeries HACMP for AlX

IBM Certified Advanced Technical Expert - RS/6000 AIX

VVYVYYYVYYYVYVYVYVYVYYY

Each certification is developed by following a thorough and rigorous process to
ensure the exam is applicable to the job role, and is a meaningful and
appropriate assessment of skill. Subject Matter Experts who successfully
perform the job, participate throughout the entire development process. These
job incumbents bring a wealth of experience into the development process, thus
making the exams much more meaningful than the typical test, which only
captures classroom knowledge. These experienced Subject Matter Experts
ensure the exams are relevant to the real world and that the test content is both
useful and valid. The result is a certification of value, which appropriately
measures the skill required to perform the job role.

This redbook is designed as a study guide for professionals wishing to prepare
for the certification exam to achieve: IBM @server Certified Specialist - pSeries
AIX System Support.
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The system support certification validates a broad scope of AlX problem
determination and resolution skills and the ability to perform general AlX
software system maintenance. The certification is applicable to AlX support
professionals who conduct the AIX problem determination and resolution
activities needed to successfully support system administrators, customers,
and/or clients in an AIX environment, in order to maintain system reliability.

This redbook helps AlX support professionals seeking a comprehensive and
task-oriented guide for developing the knowledge and skills required for the
certification. It is designed to provide a combination of theory and practical
experience needed for a general understanding of the subject matter. It also
provides sample questions that will help in the evaluation of personal progress
and provide familiarity with the types of questions that will be encountered in the
exam.

This redbook will not replace the practical experience you should have, but is an
effective tool that, when combined with education activities and experience,
should prove to be a very useful preparation guide for the exam. Due to the
practical nature of the certification content, this publication can also be used as a
desk side reference. So, whether you are planning to take the pSeries AIX
System Support certification exam, or if you just want to validate your AlX system
support skills, this redbook is for you.

For additional information about certification and instructions on How to Register
for an exam, visit our Web site at:

http://www.ibm.com/certify
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IBM trademarks

The following terms are trademarks of the International Business Machines
Corporation in the United States and/or other countries:
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» Send your comments in an Internet note to:
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Certification overview

This chapter provides an overview of the skill requirements for obtaining an IBM
@server Certified Specialist - pSeries AlIX System Support certification. The
following chapters are designed to provide a comprehensive review of specific
topics that are essential for obtaining the certification.
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1.1 pSeries AIX System Support (Test 199)

This certification validates a broad scope of AIX problem determination and
resolution skills, and the ability to perform general AlX software system
maintenance. The certification is applicable to support professionals who
conduct AIX problem determination and resolution activities needed to
successfully support system administrators, customers, and clients in an AlX
environment, in order to maintain system reliability.

To attain the IBM @server Certified Specialist - pSeries AlIX System Support
certification, candidates must pass one exam: Test 199: pSeries AIX System
Support.

1.1.1 Recommended prerequisites

The following are the recommended prerequisites for this certification.

» A minimum of six months experience providing AIX Support in Version 4 and
5 environment(s). Note: Exam 199 contains AlX content up to and including
AIX 5L Version 5.1.

» One to two years general AlIX or UNIX experience.

» Training in system administration and advanced system administration, or
equivalent experience.

» Training in TCP/IP and AIX Performance Tuning, or equivalent experience.

1.1.2 Registration for the certification exam

For information about how to register for the certification exam, please visit the
following Web site:

http://www.ibm.com/certify

1.1.3 Certification exam objectives

The following objectives were used as a basis when the certification exam was
developed. Some of these topics have been regrouped to provide better
organization when discussed in this publication.

System recovery
The following are the system recovery topics.

» Use LED output to isolate boot failure problems, such as 223-229 and 551.
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Access rootvg in maintenance mode using boot media to repair or restore file
system (fsck, missing files).

Reset bootlist.

Differentiate between AIX and firmware LED codes.

Determine whether a system hang is resource or OS related.

Force and capture dump data for a system hang.

Use crash LEDs to determine if crash is due to hardware or software.
Use the snap command.

Examine errlog entries.

Disk management
The following are the disk management topics.

»

>

Answer questions from clients on how to create or remove drives.

Answer questions from clients on how to create/extend or remove paging
space.

Answer questions from clients on how to migrate data from one PV to another.

Perform storage management activities (disk striping, multiple JFS log
devices, and so on).

Troubleshoot file system errors (identify missing file space, check order of
mounting, fsck, and so on).

Troubleshoot disk error (after improper removal, identify missing physical
volume, synchlvodm, and other tasks).

Understand the JFS2 and Volume Groups layout.

Devices
The following topics are related to devices.

>

>

Answer questions from clients on how to add, delete and/or modify devices.

Answer questions from clients on how to configure network devices (SSA
loops, SCSI devices, modems, PPP communications, TTYs, asynchronous
controllers, and so on).

Troubleshoot problems related to adding, deleting, and modifying devices.
Troubleshoot problems related to configuring network devices.
Troubleshoot print jobs not completing or dropping characters.

Be able to select a print subsystem.
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Performance
The following are the performance related topics.

» Troubleshoot performance problems based on system configuration.
» Use AIX commands to identify CPU, RAM, and paging bottlenecks.
» Use AIX commands to identify I/O bottlenecks.

» Use AIX commands to identify network bottlenecks.

» Correct CPU, RAM, and paging shortages.

» Correct network bottlenecks.

» Optimize disk resources.

» Tune the AIX kernel.

Networking
The following are the networking related topics.

» Troubleshoot host name problems (for example, not expected value).

» Troubleshoot when there is a problem communicating to other machines on
the network.

» Troubleshoot when the system is not forwarding packets.

» Set up default route and routing strategy when network traffic is not reaching
destination.

» Troubleshoot when the interface has a proper IP address but cannot ping
another host.

» Check/set TCP tuning values for improved network performance.
» Troubleshoot the inability to telnet or rlogin to a machine.

» Use different network troubleshooting commands to determine why a client
cannot telnet beyond the default gateway.

» Debug problems when trying to ping/telnet/rsh to other systems.
» Add and remove interfaces (ifconfig, detach, rmdev, and so forth).

Scripts and shells
The following topics are related to scripts and shells.

» Verify proper script syntax.

» Check critical system scripts and what they start and control, for example,
/etc/re, etc/rc.net, importvg, to name a few.
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Graphics
The following are the graphics related topics.

» Troubleshoot system hangs when trying to start the desktop.
» Troubleshoot the error unable to open display.

System configuration
The following topics are related to system configuration.

» Modify the ODM (odmadd, odmdelete).

» Examine the cron log files.

» Set and change environment variables.

» Use common vi manipulation subcommands to edit the ksh script.

» Use commands for viewing different file types (ascii = cat, view, more pg:
binary=strings, and so forth).

Backup and restore
The following topics are related to backup and restore.

» Explain the usage and limitations of various backup methods to the customer
(for example, backup, mksysb, tar, CPI0, and remote backup).

» Troubleshoot backup and restore failures.
» Instruct customer on how to restore.

Installation
The following topics are related to installation.

» Answer questions from clients regarding when to use migrate and when to
preserve install.

» Determine how to select the boot kernel.

» Locate and analyze installp log files.

» Navigate through SMIT menus to perform different installs.
» Force overwrite when you suspect the corruption of a fileset.

» Check and verify system installation integrity (1ppchk, 1s1pp, oslevel, and so
forth).

» Clone systems using mksysb.

1.1.4 Additional topics

» Explain the advantages of the 64-bit kernel.
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1.2 Certification education courses

Courses and publications are offered to help you prepare for the certification
tests. These courses are recommended, but not required, before taking a

certification test.

At the time of the writing of this guide, the following courses are available. For a
current list, please visit the following Web site:

http://www.ibm.com/certify

AIX Support Certification Test Preparation Workshop

Course number

Q1825 (USA)

Course duration

Two days

Course abstract

This two-day workshop will provide a knowledgeable AIX
professional with a review of AIX concepts necessary for the
AIX Support Certification exam. A pretest is used to help
identify student’s readiness and assist in areas of selected
study. The lecture and discussion-oriented workshop will cover
a variety of topics to help the student refresh their knowledge
and improve understanding of concepts to increase their
confidence for the exam. Students will also be given an
out-of-class reading assignment. The classroom will contain lab
equipment for those students who desire hands-on activities.
The AIX Support Certification exam will be available at the end
of the second day.

Course content

*System Initialization and Boot
eHardware Installation and Device Configuration
*Problem Determination

*System Installation and Maintenance
*Printers

*Storage Management and LVM
*Networking

*Paging Space

*System Resource Controller
*System Performance

*System Backup and Restore

*Cron Daemon
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AIX Version 4 System Administration 1: Implementation

Course number Q1214 (USA); AU14 (Worldwide)
Course duration Five days
Course abstract Learn the basic system administration skills to support AIX

RS/6000 running the AlIX Version 4 operating system. Build
your skills in configuring and monitoring a single CPU
environment. Administrators who manage systems in a
networked environment should attend additional LAN courses.

Course content » Install the AIX Version 4 operating system, software
bundles, and filesets.

» Perform a system startup and shutdown.

» Understand and use AIX system management tools.
» Configure ASCII terminals and printer devices.

» Manage physical and logical volumes.

» Perform file systems management.

» Create and manage user and group accounts.

» Use backup and restore commands.

» Use administrative subsystems, including cron, to schedule
system tasks, and security to implement customized
access of files and directories.

Chapter 1. Certification overview

7



AIX Version 4 Advanced System Administration II: Problem Determination

Course number

Q1216 (USA); AU16 (Worldwide)

Course duration

Five days

Course abstract

Learn how to identify possible sources of problems on
stand-alone configurations of the RS/6000 and perform
advanced system administration tasks.

Course content

>

»

>

Identify the different RS/6000 models and architects.
Explain the ODM purpose for device configuration.

Interpret system initialization and problems during the boot
process.

Customize authentication and set up ACLs.

Identify the TCB components, commands, and their use.
Obtain a system dump and define saved data.

Identify the error logging facility components and reports.
List ways to invoke diagnostic programs.

Customize a logical volume for optimal performance and
availability.

Manage a disk and the data under any circumstance.

Use the standard AIX commands to identify potential 1/O,
disk, CPU, or other bottlenecks on the system.

Customize SMIT menus and define how SMIT interacts
with the ODM.

Define the virtual printer database and potential problems.
List the terminal attributes and create new terminfo entries.
Define the NIM installation procedure.
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AIX Version 4 Configuring TCP/IP and Accessing the Internet

Course number

Q1107 (USA); AUO7 or AUO5 (Worldwide)

Course duration

Five days

Course abstract » Learn how to perform TCP/IP network configuration and
administration on AIX Version 4 RS/6000 systems. Learn
the skills necessary to begin implementing and using NFS,
NIS, DNS, network printing, static and dynamic routing,
SLIP and SLIPLOGIN, Xstations, and the Internet.

Course contents » Describe the basic concepts of TCP/IP protocols and
addressing.

» Explain TCP/IP broadcasting and multicasting.

» Configure, implement, and support TCP/IP on an IBM
RS/6000 system.

» Use networking commands for remote logon, remote
execution, and file transfer.

» Configure SLIP and SLIPLOGIN.

» Use SMIT to configure network printing.

» Connect multiple TCP/IP networks using static and
dynamic routing.

» Implement DNS, NFS, and NIS.

» Perform basic troubleshooting of network problems.

» Configure an Xstation in the AIX environment.

» Explain how to access Internet services.

» Understand and support TCP/IP.

» Plan implementation of NFS.

» Support LAN-attached printers.

» Support AIX networking.

» Determine network problems.

» Implement a network file system.
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1.3 Education on CD-ROM: IBM AIX Essentials

The new IBM AIX Essentials series offers a dynamic training experience for
those who need convenient and cost-effective AIX education. The series consists
of five new, content-rich, computer-based multimedia training courses based on
highly acclaimed, instructor-led AlX classes that have been successfully taught
by IBM Education and Training for years.

To order, and for more information and answers to your questions:
» Inthe U.S., use the online form at the following URL:

http://www.ibm.com/services/learning/spotlight/pseries/cdrom.html

» Outside the U.S., contact your IBM Sales Representative, or contact an IBM
Business Partner.
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System installation and
maintenance

One of the most primary of support roles is the installation of a new software
image or updating an existing one. In this chapter, the most common ways of
performing these tasks are discussed.

© Copyright IBM Corp. 2001
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2.1 System installation

There are three types of installation methods:

>

»

»

New and complete overwrite
Migration install
Preservation install

The following sections describe system installation in more detail.

2.1.1 New and complete overwrite installation

The new and complete overwrite installation overwrites all data on the selected
destination disk. The only times to use the new and complete overwrite
installation method are:

»

»

If you have a new machine. In this case, the hard disk or disks on which you
are installing the BOS are empty.

If your root volume group has become corrupted and you do not have a
backup to restore it. This can be indicated by serious ODM problems and
hangs for 1s1pp and oslevel commands. The only choice would then be to
install onto a hard disk that contains an existing root volume group that you
wish to completely overwrite.

You want to reassign your hard disks to make rootvg smaller.

After the installation is complete, you will have to configure your system using the
Configuration Assistant application, SMIT, or the command line.

2.1.2 Migration installation

Use the migration installation method to upgrade AlX to a different version or
release while preserving the existing root volume group.

The following describes some traits of a migration installation:

» During a migration installation, the installation process determines which

optional software products must be installed on AIX 5L. Previous versions of
AlX software that exist on the system are replaced by new software in AIX 5L
Version 5.1.

This method preserves all file systems except /tmp, as well as the root volume
group, logical volumes, and system configuration files. In most cases, user
configuration files from the previous version of a product are saved.

» Non-software products remain on the system.
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» When migrating from Version 3.2, all files in /usr/lib/drivers, /ust/lib/microcode,
/usr/lib/methods, and /dev are removed from the system, so software support
for non-IBM device drivers must be reinstalled.

2.1.3 Preservation installation

Use the preservation installation method when a version of BOS is installed on
your system and you want to preserve user data in the root volume group.

The following describes some traits of a preservation installation:

» The /etc/preserve.list file contains a list of system files to be copied and saved
during a preservation BOS installation. The /etc/filesystems file is listed by
default. Add the full path names of any additional files that you want to save
during the preservation installation to the /etc/preserve.list file. You must
create the /etc/preserve.list file on an AlX Version 3.1 machine. On an AIX
Version 4.1 or later system, this file already exists on your system and can be
directly edited.

» Ensure that you have sufficient disk space in the /tmp file system to store the
files listed in the /etc/preserve.list file.

» This method overwrites the /usr, /imp, /var, and / (root) file systems by default,
S0 any user data in these directories is lost. These file systems are removed
and recreated, so any other LPPs or filesets that you installed on the system
will also be lost. Think of a preservation install as an overwrite installation for
these file systems. System configuration must be done after doing a
preservation installation.

2.1.4 Alternate disk installation

Alternate disk installation, available in AIX Version 4.3 and later versions, allows
for system installation on a system while it is still up and running, which
decreases install or upgrade downtime considerably.

The process works by either cloning the existing operating system (OS) to a
secondary hard disk or installing a new OS to a secondary hard disk. In the case
of cloning the existing OS, this is usually done for a migration installation on the
second hard disk. In the case of installing a new OS to the second hard disk, this
can be accomplished from installation media, mksysb, or a NIM image. Then,
once the installation is complete, the system is instructed to use the OS on the
secondary hard disk, and the system is rebooted for the changes to take effect.

Chapter 2. System installation and maintenance 13



Alternate disk installation requires some filesets to be installed before you are
able to use the alternate disk installation functions. The
bos.alt_disk_install.boot_images filesets must be installed for alternate disk
mksysb installation if Network Install Management (NIM) is not being used. And,
the bos.alt_disk_install.rte fileset must be installed to clone rootvg.

Note: Alternate disk installation from a mksysb or NIM image may require the
installation of additional filesets during the installation process. There may be
certain adapters, kernels, or other features on a system that require filesets
not found in the mksysb or NIM image. If these filesets are not installed, the
system may respond erratically.

To prevent these problems, ensure that your mksysb or NIM image has all the
adapter, kernel, and other feature filesets on it. Or, ensure that all necessary
filesets are installed on the secondary hard disk from install media before
rebooting the system.

2.1.5 64-bit kernel installation

AIX 5L Version 5.1 allows you to install a 64-bit kernel as well as the previously
available 32-bit kernel during installation.

Note: The bootinfo -y command will identify the type of system hardware
you have, either 32-bit or 64-bit. If the command returns a 32, you cannot use
the 64-bit kernel.

If your system has 64-bit processors, the 64-bit kernel is automatically installed
with the Base Operating System (BOS). However, it is not mandatory to run the
64-bit kernel on a system with 64-bit processors. Some products and devices
that can be used in systems with 64-bit processors do not support the 64-bit
kernel yet. Unless your system environment requires a 64-bit kernel, chances are
that you will not need to enable it during system installation.

Note: Enabling or disabling the 64-bit kernel does not affect the 64-bit
application environment. The 64-bit application environment is supported
under the 32-bit and 64-bit kernel.

If you want to enable the 64-bit kernel during installation, set the 64-bit Kernel
and JFS2 option to yes during the BOS installation in the Advanced Options
menu. When the system boots up for the first time after installation, it will then be
running the 64-bit kernel.
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If you want to enable the 64-bit kernel after system installation, you will need to
instruct the system to use the 64-bit kernel information stored in the /usr/lib/boot
directory. There are three kernels available in the /usr/lib/boot directory:

unix_up 32-bit kernel for uniprocessor systems

unix_mp 32-bit kernel for multiprocessor systems

unix_64  64-bit kernel for 64-bit processor systems

The following example provides the commands to run to enable the 64-bit kernel
after system installation:

# In -sf /usr/1ib/boot/unix_64 /unix

# Tn -sf /usr/1ib/boot/unix64 /usr/1ib/boot/unix
# bosboot -ad /dev/ipldevice

# shutdown -r

After the system has rebooted, it will be running the 64-bit kernel. To reactivate
the 32-bit kernel, follow the same procedure, substituting unix_up or unix_mp for
unix_64, depending on your system type.

Hardware multithreading

On select RS/6000 and @server pSeries systems, you can enable
hardware multithreading (HMT) after installing AIX 5L Version 5.1. Hardware
multithreading is a process that alters the ways in which processors handle data
passing through them.

To enable HMT, run the bosdebug command as follows and reboot the system:

# bosdebug -H on

To disable HMT, run the bosdebug command as follows and reboot the system:
# bosdebug -H off

If HMT is not available on your hardware platform, you will receive the following
error after running the bosdebug command:

# bosdebug -H on
HMT not supported on this system.

2.2 The Ippchk command: verifying installed software

The 1ppchk command verifies that files for an installable software product (fileset)
match the Software Vital Product Data (SWVPD) database information for file
sizes, checksum values, or symbolic links.
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The syntax of the 1ppchk command is as follows:

Tppchk { -c[ul [ -f | -1 [ul |-v}[-m[1]2][3]77[-0{[r]T[s]
[ul} 1 [ ProductName [ FileList ... ] ]

Table 2-1 provides a list of common command flags and their descriptions for the
1ppchk command.

Table 2-1 Command flags for Ippchk

Flag Description

-C Performs a checksum operation on the FileList items and verifies
that the checksum and the file size are consistent with the
SWVPD database.

-f Checks that the FileList items are present and the file size
matches the SWVPD database.

-l (lowercase L) Verifies symbolic links for files as specified in the SWVPD
database.

-m [112I3] Displays three levels of information. The levels are as follows:
1 - Error messages only (default).

2 - Error messages and warnings.

3 - Error messages, warnings, and informational messages.

-O {[r[s][u]} Verifies the specified parts of the program. This flag is not needed
with stand-alone systems because without this option all parts are
verified by default. The flags specify the following parts:

r Indicates the / (root) part is to be verified.

s Indicates the /usr/share part is to be verified.

u Indicates the /usr part is to be verified.

-u Updates the SWVPD with new checksum or size information from
the system when the system information does not match the
SWVPD database. This flag sets symbolic links that are found to
be missing. This flag is valid with only the -c or -I flag.

-v Verifies that the / (root), /usr, and /usr/share parts of the system
are valid with each other.

Note: Only one of the -c, -f, -I, and -v flags can be specified with each use
of the Tppchk command.

The installation of the bos.dosutil fileset is interrupted. An example of the 1ppchk
-v command is shown in Figure 2-1 on page 17 before and after the
inconsistency is cleaned up.
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# lppchk -w

lppchk: The following filesets need to be installed or corrected to bring

the sysztem to a conzistent statel
boz,dosutil 4,3,0,0 CAPPLY IMG
# installp -C
inztallp: Cleaning up software for:

bos,dosutil 4,3,0,0

Installation Summary

Mame Level Part Event Rezult
bos,dosutil 4,3,0.0 ISR CLEAMNUP SUCCESS
# lppchlk -w

#

Figure 2-1 Sample Ippchk -v command output

2.3 The installp command

The installp command is used to install, update, and perform maintenance
tasks on software. The installp command has a large number of flags, as
shown in Table 2-2.

Table 2-2 Command flags for installp

Flag

Description

-a

Applies one or more software products or updates. This is the
default action. This flag can be used with the -c flag to apply and
commit a software product update during installation.

Indicates that the requested action should be limited to software
updates.

Cleans up after an interrupted installation and attempts to remove
all incomplete pieces of the previous installation.

-C

Commits applied updates to the system.

-d Device

Specifies on what device the installation media can be found.

-F

Forces the installation of a software product even if there exists a
previously installed version of the software product that is the
same version as or newer than the one being installed.
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Flag Description

-f ListFile Reads the names of the software products from ListFile. If ListFile
is a - (dash), it reads the list of names from the standard input.
Output from the installp -1 command is suitable for input to this
flag.

-g When used to install or commit, this flag automatically installs or
commits, respectively, any software products or updates that are
requisites of the specified software product. When used to remove
or reject software, this flag automatically removes or rejects
dependents of the specified software.

-L Displays the contents of the media by looking at the table of
contents (.toc) and displaying the information in colon-separated
output. This flag is used by SMIT to list content of the media.

-l (lowercase L) Lists all the software products and their separately installable
options contained on the installation media to the standard output.
No installation occurs.

-N Overrides saving of existing files that are replaced when installing
or updating. This flag is valid only with the -ac flags.

-p Performs a preview of an action by running all pre-installation
checks for the specified action. This flag is only valid with apply,
commit, reject, and remove (-a, -c, -r, and -u) flags.

-r Rejects all software updates that are currently applied but not
committed.

-u Removes the specified software product and any of its installed
updates from the system. Removal of any bos.rte fileset is never
permitted.

-V Number Specifies the verbose option that can provide up to four levels of
detail for pre-installation output, including SUCCESSES,
WARNINGS, and FAILURES.

-v Verifies that all installed files in the fileset have the correct
checksum value after installation. Can be used with the -a and -ac
flags to confirm a successful installation. If any errors are reported
by this flag, it may be necessary to reinstall the software.

-X Attempts to expand any file systems where there is insufficient
space to do the installation.

By default, the output of the installp command goes to stdout and stderr, and a
copy of the last interaction is stored in /var/adm/sw/installp.summary.
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2.3.1 The smit.log file

SMIT also uses the installp command to install, update, and perform
maintenance tasks on software. However, a copy of the output of all commands
that use installp is also stored in the smit.log file.

For example, when SMIT is used and the installation of a fileset fails, the error
messages are recorded in the smit.log file. Part of a sample smit.log file for this
scenario is shown in Figure 2-2. This example shows the installation of a fileset
that has failed during pre-installation verification.

Pre-installation Yerification,..

Verifying selections, . ,.done
Verifying requizites, . ,.done
Results,,.

FRILURES

Filezetz listed in thiz section failed pre-installation werification
and will not be installed,

Requizite Failures

SELECTED FILESETS: The following iz a list of filesets that you asked to
install, They cannot be installed until all of their requizite filesets
are also installed, See subzequent lists for details of requisites,
bos,up 4,3,1.4 # Baze Operating System Unipro,..
MISSING REQUISITES: The following filesets are regquired by one or more
of the zelected filesets listed abowe, They are not currently installed
and could not be found on the installation media,
bos,up 4,3,1.0 # Baze Lewel Fileset
<¢ End of Failure Section >>

FILESET STATISTICS

1 Selected to be installed, of which:
1 FAILED pre-installation werification

1 Total to be installed

=mit, log (f

Figure 2-2 Sample smit.log output for failed installation
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2.4 Determining maintenance levels

The oslevel command reports the level of the operating system using a subset
of all filesets installed on your system. The oslevel command also prints
information about maintenance levels, including which filesets are not at a
specified maintenance level. The optional flags for this commands are:

-l Level Lists filesets at levels earlier than the maintenance level specified by
the Level parameter.

-g Lists filesets at levels later than the current maintenance level.
-q Lists names of known maintenance levels that can be specified using
the -l flag.

The sample output in Figure 2-3 shows that the operating system level is at
4.3.0.0, only 4.3.0.0 can be specified with the -l flag, there are no filesets at levels
later than 4.3.0.0, and the filesets that are at levels earlier than 4.3.0.0.

# ozlevel

4,3,0,0

# ozlevel —q

known Maintenance Levels

4,3,0,0

# ozlevel —g

# ozlevel -1 4,3,0.0

Filezet Actual Lewel Maintenance Lewvel

w11, m=g,en_05, Dt helpmin
w11, meg,en_0S, D, rte
¥11,.m=g,en_US,apps,aixtern
#11,m=g,en_lIS,apps.clients
#11,m=g,en_l5, apps, custom
w11, m=g,en_lS, apps.pm
#11,m=g,en_lIS,apps,.rte
#11,m=g,en_lI5,baze, common
#11,m=g,en_lI5,baze,rte
K¥11l,mzg,en_US,.motif,lib
W11, m=g,en_0S, motif , mwm
w11, meg, en_lS,van, rte
printerz,mzg,en_US,rte

#

+
+
+

+

*
+
N
*
¥
N

+
+
+
+
+
+

*
+
N
*
¥
N

*
+
N
*
¥
N

*
+
N
*
¥
N

*
+
N
*
¥
N

*
+
N
*
¥
N

*
+
N
*
¥
N

*
+
N
*
¥
N

*
+
N
*
¥
N

+

B e i i~ SR S S S S S o
wwwwwwhwwwwww
DDDDDDEDDDDDD
DDDDDDEDDDDDD

B i i o o S o S S S S =
?\JI\JI\JI\JI\JI\J?\JI\JI\JI\JT\JI\JI\J
EDDDDDEDDDDDD
EDDDDDEDDDDDD
+
+

Figure 2-3 Sample oslevel command output
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2.5 Modification update using update_all from SMIT

You can use the SMIT fast path smit update_al1 to update currently installed
software to a modification level or apply all updates to currently installed
software. You can either use the installation CD-ROMs or download the
maintenance-level fixes using the FixDist package.

2.5.1 Downloading maintenance levels using FixDist

The following describes a procedure to download the AlX Version 4.3.1 base
maintenance level using the FixDist package:

1. Double-click to select Base Maintenance Levels in FixDist, as shown in

Figure 2-4.
File Options Databases Help
FixDist Server Iservice‘sof'tware‘ibm‘conl Download Hethod
AN
Target Directory |§/th‘/ o
~ Later
fEplyiiane Auto Refresh OFF
Download/Refresh AIX ¥4 Database Last Refresh : Fri Nov & 1998
Available Fix Types
Fixtype Description (Double click to view)
01 Generally Available Fixes j
Base Maintenance Levels -

Figure 2-4 Select base maintenance levels in FixDist

2. Select AlIX 431 Maintenance Level, then click OK, as in Figure 2-5 on
page 22.
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Items
AIX 421 Maintenance Level
AIX 4210-03 Recommended Maintenance for AIX 421
ATX 4210-02 Recommended Maintenance for AIX 421
AIX 4210-01 Becommended Maintenance for AIX 421
AIX 415 Upgrade From 413
AIX 415 Upgrade From 410+
AIX 4150-01 Recommended Maintenance for AIX 415
]
0K | Cancell Help |

Figure 2-5 Select AIX 431 maintenance level in FixDist

3. Ensure that you have sufficient disk space to store the files to be downloaded
as indicated by FixDist (shown in Figure 2-6) and select Start Download.

-

IS IZE ESTIMATES
Total image size including requisites: 313469319 bytes
INFORMATION FILES

All informational files associated with images will
be downloaded.

SPACE CONSIDERATIONS

I~ i

Start Downloadl E-Mail Preview Cancell Helpl

Figure 2-6 Estimated size of files to be downloaded

4. Check the ptfload.log file to ensure that all files are transferred successfully.
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5. The stacklist file will show you what fixes have been downloaded. You should
see all the backup format files (BFF) with the fix level 4.3.1.0.

2.5.2 Invoking the smit update_all fast path

Back up your system (as described in Chapter 9, “System backup and restore”
on page 211) and then use the SMIT fast path smit update_all and specify the
download directory for INPUT device/directory for software, as shown in

Figure 2-7.
Update Installed Software to Latest Level (Update All)
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

# INPUT device / directory for software /fip

#* SOFTHARE to update _update_all
PREYIEWN only? (update operation will NOT occur) Ho +
COMMIT software updates? yes +
SAYE replaced files? no +
AUTOMATICALLY install requisite software? yes +
EXTEND file systems if space needed? yes +
VERIFY install and check file sizes? no +
DETAILED output? no +
Process multiple volumes? yes +

F1=Help F2=Refresh F3=Cancel F4=List

F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10-Exit Enter=Do

Figure 2-7 Using SMIT update_all to upgrade modification level

If you are using the AIX Version 4.3 installation CD-ROMs, enter /dev/cd0 for the
INPUT device/directory for the software field. You may need to replace Volume 1
of the AIX Version 4.3 installation CD-ROMs with Volume 2 and then switch back
to Volume 1 again, depending on what filesets you have installed on the 4.3.0.0
system. The swapping of CD-ROMs is normal.

2.6 Finding a fileset that contains a given command

It is a common task to upgrade a single component, but it is difficult to determine
what fileset requires the update. This section describes a process to accomplish
this.
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Suppose a user suspects that there is a problem with the nfsd program. The
system administrator wants to download the latest fix level of the fileset. The
following steps are planned:

1. Find out the full path of the nfsd program using the whence command.

2. Find out which fileset the nfsd program belongs to using the 1s1pp -w
command.

3. Find out the maintenance level of the fileset installed on the system using the
1s1pp -1 command to ensure that a fileset with a higher fix level is to be
downloaded.

The following is an example using nfsd:

# whence nfsd

/usr/sbin/nfsd
# 1s1pp -w /usr/sbin/nfsd
File Fileset Type
/usr/sbin/nfsd bos.net.nfs.client File
# 1slpp -1 bos.net.nfs.client
Fileset Level State Description

Path: /usr/1ib/objrepos
bos.net.nfs.client 4.3.2.0 COMMITTED Network File System Client

Path: /etc/objrepos
bos.net.nfs.client 4.3.2.0 COMMITTED Network File System Client
#

If you already know a fileset and would like to determine what the contents are,
use the 1s1pp -f bos.net.nfs.client command.

2.7 Quiz

The following certification assessment questions help verify your understanding
of the topics discussed in this chapter.

1. Using SMIT, a support specialist is installing a PTF to correct a problem. The
installation has failed. Where would the support specialist look to troubleshoot
the cause of the installation failure?

A. /smit.log

B. /image.data

C. /tmp/bos/smit.log

D. /var/adm/ras/bosinstlog
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2. A customer has asked a support specialist which fileset to install in order to
use the gprt command. The support specialist is certain the fileset is in either
printers.rte. or bos.rte.printers. Which command could the support specialist
run against each fileset to verify which fileset contains this executable?

A. T1slpp -f

B. 1slpp -c
C. 1lppchk -c
D. 1ppchk -f

3. An owner of a pSeries 680 would like to install AIX 5L and use JFS2 for the
rootvg file systems. Which of the following methods are available to perform
this task?

A. Advise the customer that rootvg cannot contain a JFS2.

B. Enable JFS2 by setting the ENHANCEDJFS environment variable to
YES.

C. Runthe migratefs command on each of the file systems after the
installation.

D. Select the Enable 64-bit Kernel and JFS2 advanced install option at
installation time.
The following are additional questions created by the authors to further test your
understanding of the topics.

1. A technical specialist working on an RS/6000 Model 397 running AIX 4.3.1
determines that the system needs to be reinstalled with the same version of
the operating system. What is the best method to perform the reinstallation
without erasing /home and /data, a file system used to store project data?

A. Reinstall bos.rte from the installation media.

B. Perform a preservation installation from a mksysb.

C. Perform a migration installation from the installation media.

D. Perform a preservation installation from the installation media.

2. The support specialist is installing the latest fixes for the bos.rte.tty fileset
using SMIT. There is an error during the installation of the APAR. Where is the
installation log file located?

A. $HOME/smit.log

B. /intallp.log

C. /tmp/bos/bosinst.log

D. /var/adm/ras/install.log
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3. The marketing department has requested that their RS/6000 server be

upgraded from 4.2.0 to 4.2.1. Using the 4.2.1 installation CD-ROM, which of
the following commands would the system administrator use to accomplish
this task?

A. smit update_all

B. smit easy_install

C. smit update_latest

D. smit maintain_software

Which of the following commands can be run to find the release of the
operating system on an RS/60007?

A. oslevel

B. oslevel -release
C. 1slpp -ah bos.obj
D. 1slpp -1 bos.obj

2.7.1 Answers

26

The following answers are for the assessment quiz questions.

1.
2.
3.

A
A
D

The following answers are for the additional quiz questions.

1.

> >» >» O

2
3.
4
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2.8 Exercises

The following exercises provide sample topics for self study. They will help
ensure comprehension of this chapter.

1.

On a test system that does not affect any users, perform a new and complete
overwrite installation.

On a test system that does not affect any users, perform a migration install to
upgrade AlIX to the next release level. Note what data is saved and what data
is removed.

On a test system that does not affect any users, perform a smit update_all
to upgrade AIX to the next modification level.

On a test system that does not affect any users, perform a preservation install
to reinstall the same version, release, and modification level of the operating
system. Note what data is saved and what data is removed.

Use the various flags of the 1ppchk command to verify the checksum, the file
sizes, the symbolic links, and the requisites of the software products installed.

6. Check the $HOME/smit.log for the installp command output log.

7. Use the various flags of the oslevel command to show the level of the

operating system, the known maintenance levels of the operating system
installed on the system, the lists at levels earlier than the specified level
parameter, and the filesets at levels later than the current maintenance level.

Use the 1s1pp command to find out which fileset is used to package a given
command.
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System initialization and
boot

A support specialist must understand the system initialization process, common
startup errors, and how to customize the startup of software. This chapter
introduces the concepts needed to better understand this process.
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3.1 System initialization

During system startup, after the root file system has been mounted in the
pre-initialization process, the following sequence of events occurs:

1. The init command is run as the last step of the startup process.
2. The init command attempts to read the /etc/inittab file.

3. If the /etc/inittab file exists, the init command attempts to locate an initdefault
entry in the /etc/inittab file.

a. If the initdefault entry exists, the init command uses the specified run
level as the initial system run level.

b. If the initdefault entry does not exist, the init command requests that the
user enter a run level from the system console (/dev/console).

c. Ifthe user enters an S, s, M, or m run level, the init command enters the
maintenance run level. These are the only run levels that do not require a
properly formatted /etc/inittab file.

4. If the /etc/inittab file does not exist, the init command places the system in
the maintenance run level by default.

5. The init command rereads the /etc/inittab file every 60 seconds. If the
/etc/inittab file has changed since the last time the init command read it, the
new commands in the /etc/inittab file are executed.

3.2 The /etc/inittab file

The /etc/inittab file controls the initialization process.

The /etc/inittab file supplies the script to the init command's role as a general
process dispatcher. The process that constitutes the majority of the init
command's process dispatching activities is the /etc/getty line process, which
initiates individual terminal lines. Other processes typically dispatched by the
init command are daemons and the shell.

The /etc/inittab file is composed of entries that are position-dependent and have
the following format:

Identifier:RunLevel:Action:Command

Each entry is delimited by a newline character. A backslash (\) preceding a
newline character indicates the continuation of an entry. There are no limits

(other than maximum entry size) on the number of entries in the /etc/inittab file.
The maximum entry size is 1024 characters.
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The entry fields are:

Identifier

RunLevel

Action

A one to fourteen character field that uniquely identifies an
object.

The run level at which this entry can be processed.
The run level has the following attributes:

— Run levels effectively correspond to a configuration of
processes in the system.

— Each process started by the init command is assigned one or
more run levels in which it can exist.

— Run levels are represented by the numbers 0 through 9. For
example, if the system is in run level 1, only those entries with
a 1 in the run-level field are started.

— When you request the init command to change run levels, all
processes without a matching entry in the run-level field for the
target run level receive a warning signal (SIGTERM). There is
a 20-second grace period before processes are forcibly
terminated by the Kill signal (SIGKILL).

— The run-level field can define multiple run levels for a process
by selecting more than one run level in any combination from O
through 9. If no run level is specified, the process is assumed
to be valid at all run levels.

— There are three other values that appear in the run-level field,
even though they are not true run levels: a, b, and c. Entries
that have these characters in the run level field are processed
only when the telinit command requests them to be run
(regardless of the current run level of the system). They differ
from run levels in that the init command can never enter run
level a, b, or c. Also, a request for the execution of any of these
processes does not change the current run level. Furthermore,
a process started by an a, b, or c command is not killed when
the init command changes levels. They are only killed if their
line in the /etc/inittab file is marked off in the action field, their
line is deleted entirely from /etc/inittab, or the init command
goes into single-user mode.

Tells the init command how to treat the process specified in the
process field. The following actions are recognized by the init
command:

respawn If the process does not exist, start the process. Do
not wait for its termination (continue scanning the
/etc/inittab file). Restart the process when it dies. If
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wait

once

boot

bootwait

powerfail

powerwait

off

the process exists, do nothing and continue
scanning the /etc/inittab file.

When the init command enters the run level that
matches the entry's run level, start the process and
wait for its termination. All subsequent reads of the
/etc/inittab file, while the init command is in the
same run level, will cause the init command to
ignore this entry.

When the init command enters a run level that
matches the entry's run level, start the process, and
do not wait for termination. When it dies, do not
restart the process. When the system enters a new
run level, and the process is still running from a
previous run level change, the program will not be
restarted.

Process the entry only during system boot, which is
when the init command reads the /etc/inittab file
during system startup. Start the process, do not wait
for its termination, and when it dies, do not restart
the process. In order for the instruction to be
meaningful, the run level should be the default or it
must match the init command's run level at boot
time. This action is useful for an initialization function
following a hardware reboot of the system.

Process the entry the first time that the init
command goes from single-user to multi-user state
after the system is booted. Start the process, wait for
its termination, and when it dies, do not restart the
process. If the initdefault is 2, run the process right
after boot.

Execute the process associated with this entry only
when the init command receives a power fail signal
(SIGPWR).

Execute the process associated with this entry only
when the init command receives a power fail signal
(SIGPWR), and wait until it terminates before
continuing to process the /etc/inittab file.

If the process associated with this entry is currently
running, send the warning signal (SIGTERM), and
wait 20 seconds before terminating the process with
the kill signal (SIGKILL). If the process is not
running, ignore this entry.
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Command

ondemand Functionally identical to respawn, except this action

initdefault

sysinit

applies to the a, b, or ¢ values, not to run levels.

An entry with this action is only scanned when the
init command is initially invoked. The init
command uses this entry, if it exists, to determine
which run level to enter initially. It does this by taking
the highest run level specified in the run-level field
and using that as its initial state. If the run level field
is empty, this is interpreted as 0123456789:
therefore, the init command enters run level 9.
Additionally, if the init command does not find an
initdefault entry in the /etc/inittab file, it requests an
initial run level from the user at boot time.

Entries of this type are executed before the init
command tries to access the console before login. It
is expected that this entry will only be used to
initialize devices on which the init command might
try to ask the run level question. These entries are
executed and waited for before continuing.

A shell command to execute. The entire command field is
prefixed with exec and passed to a forked sh as sh -c exec
command. Any legal sh syntax can appear in this field.
Comments can be inserted with the # comment syntax.

The getty command writes over the output of any commands that appear before
it in the /etc/inittab file. To record the output of these commands to the boot log,
pipe their output to the alog -thboot command.

The stdin, stdout, and stdferr file descriptors may not be available while init is
processing inittab entries. Any entries writing to stdout or stderr may not work
predictably unless they redirect their output to a file or to /dev/console.

The following commands are the only supported methods for modifying the
records in the /etc/inittab file:

chitab Changes records in the /etc/inittab file.

1sitab Lists records in the /etc/inittab file.
mkitab Adds records to the /etc/inittab file.
rmitab Removes records from the /etc/inittab file.
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An example of /etc/inittab entries is shown in Figure 3-1.

: Note - initdefault and sysinit should be the first and second entry.

init:2:initdefault:

bre:isysinit:/shin/rc.boot 3 >/dev/console 2>&1 # Phase 3 of system boot
powerfail: :powerfail:/etc/rc.powerfail 2>&1 | alog -thoot > /dev/console # Power
Failure Detection

rc:2:wait:/etc/rc 2>81 | alog -thoot > /dev/console # Multi-User checks
fbcheck:2:uwait:/usr/sbin/fbcheck 2>&1 | alog —tboot > /dev/console # run fetc/fi
rstboot

srcmstri2irespauwn:fusr/sbhin/srcemstr # System Resource Controller
rctepip:i2iwait:/etc/rc.tepip > /dev/console 2>&1 # Start TCP/IP daemons
rcdce:2:wait:/etc/re.dce all >/dev/console 2>&1 #Start DFS deamons
rcem:2:wait:/usr/bin/cm setsetuid /usr/prod/bin/# -state on »/dev/console 2>&1
dceupdt:2:wait:/etc/rc.dce_update >/dev/console 2>&1 #Start DCE update script
lafs:2:once: /usr/vice/etc/lafs

renfs:2:wait:/etc/rec.nfs > /dev/console 2>&1 # Start NFS Daemons
cron:2:respauwn:/usr/sbin/cron

piobe:2:uwait:/usr/lib/lpd/pio/etc/pioinit >/dev/null 2>&1 # pb cleanup
qdaemon:2:wait:/usr/bin/startsrc —sqdaemon

writesrv:2:wait:/usr/bin/startsrc -swritesrv
uprintfd:2:respawn:/usr/sbin/uprintfd

logsymp:2:once:/usr/lib/ras/logsymptom # for system dumps
pmd:2:wait:/usr/bin/pmd > fdev/console 2>&1 # Start PM daemon
dt:2:wait:/etc/rc.dt

cons:0123456789 :respawn: fusr/shin/getty /dev/console
imnss:2:once:/usr/IMNSearch/bin/imnss —start imnhelp >/dev/console 2>&1
httpdlite:2:once:/usr/IMNSearch/httpdlite/httpdlite —r fetc/IMNSearch/httpdlite/
httpdlite.conf >/dev/console 2>&1

i4ls:2:wait:/etc/idls.rc > /dev/null 2>81 # Start idls

#1

Figure 3-1 Example /etc/inittab file

Order of /etc/inittab entries
The base process entries in the /etc/initab file is ordered as follows:

» 1 -initdefault

» 2 -gysinit

» 3 - Powerfailure Detection (powerfail)
» 4 - Multiuser check (rc)

» 5 - /etc/firstboot (fbcheck)

» 6 - System Resource Controller (srcmstr)
» 7 - Start TCP/IP daemons (rctcpip)

» 8- Start NFS daemons (rcnfs)

» 9-cron

» 10 - pb cleanup (piobe)

» 11 - getty for the console (cons)
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The System Resource Controller (SRC) has to be started near the beginning of
the etc/inittab file since the SRC daemon is needed to start other processes.
Since NFS requires TCP/IP daemons to run correctly, TCP/IP daemons are
started ahead of the NFS daemons. The entries in the /etc/inittab file are ordered
according to dependencies, meaning that if a process (process2) requires that
another process (process1) be present for it to operate normally, then an entry
for process1 comes before an entry for process2 in the /etc/inittab file.

3.2.1 The telinit command

The telinit command directs the actions of the init process (process ID 1) by
taking a one-character argument and signaling the init process to perform the
appropriate action. In general, the telinit command sets the system at a
specific run level. The following arguments serve as directives that the telinit
command passes to the init process:

0-9 Tells the init process to put the system in one of the run levels 0-9.
S,s,M,m Tells the init process to enter the maintenance mode.

a,b,c Tells the init process to examine only those records in the /etc/inittab
file with a, b, or ¢ in the run-level field.

Q,q Tells the init process to re-examine the entire /etc/inittab file.

N Sends a signal that stops processes from being respawned.

3.3 Initialization support

Generally, if you encounter a problem in the booting process, you receive a
three-digit LED error code. In this section, several software problems are
discussed along with their possible solutions.

3.3.1 Using the bootlist command

You can change the way your system looks up devices to find its boot code. The
bootlist command displays and alters the list of boot devices available to the
system. The general syntax of the command is as follows:

bootlist [ { -mMode } [ -r 1 [ -0 1 [[-i] | [[-fFile]
[ Device [ Attr=Value ... ] ... 111
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The most common flags used with the boot1ist command are given in Table 3-1.

Table 3-1 bootlist command flags

Flag Description

-m mode Specifies which boot list to display or alter. Possible values for the mode
variable are normal, service, both, or prevboot.

-f File Indicates that the device information is to be read from the specified file
name.

-i Indicates that the device list specified by the -m flag should be invalidated.

-0 Displays bootlist with -m flag. Applies only to AIX Version 4.2 or later.
-r Indicates to display the specified bootlist after any specified alteration is
performed.

The boot1ist command allows the user to display and alter the list of possible
boot devices from which the system may be booted. When the system is booted,
it will scan the devices in the list and attempt to boot from the first device it finds
containing a boot image. This command supports the updating of the following:

Normal boot list The normal list designates possible boot devices for
when the system is booted in normal mode.

Service boot list The service list designates possible boot devices for
when the system is booted in service mode.

Previous boot device This entry designates the last device from which the
system booted. Some hardware platforms may attempt
to boot from the previous boot device before looking for a
boot device in one of the other lists.

Support of these boot lists varies from platform to platform, and some platforms
do not have boot lists. When searching for a boot device, the system selects the
first device in the list and determines if it is bootable. If no boot file system is
detected on the first device, the system moves on to the next device in the list. As
a result, the ordering of devices in the device list is extremely important.

In order to display a boot list (Version 4.2 or later), use the command:

# bootlist -m normal -o
fdo

cd0

hdisk0
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If you want to make changes to your normal boot list, use the command:

# bootTist -m normal fd0 hdisk0 cd0

or create a file containing the list of fd0 hdisk0 cd0 (separated by whitespace or
one device per line) and use the command:

# bootlist -m normal -f filename

This will change the normal bootlist to indicate that when the system is booted, it
will first attempt to boot from the floppy disk. If it can not find a boot image on the

floppy disk, it will look to hdisk0, then search the CD-ROM, otherwise, it will give
an LED code and wait for user intervention.

3.3.2 Locating boot logical volumes

You must know where boot logical volumes (BLV) are located in order to include
them in the boot list. Use the following procedure to locate BLVs:
1. Use the 1svg command to identify volume groups:

# 1svg
rootvg
C0-0pvg

2. Use the 1svg -1 command with the grep command to search for the string
boot in all of the volume groups listed in step 1:

# 1svg -1 rootvg | grep boot

hd5 boot 1 1 1 closed/syncd N/A
# 1svg -1 co-opvg | grep boot
#

3. Use the 1s1v -1 command with each BLV found in step 2 to find out on which
physical volumes they are located:

# 1slv -1 hdb

hd5:N/A

PV COPIES IN BAND DISTRIBUTION

hdisk0 001:000:000  100% 001:000:000:000:000

In this case, only hdiskO can be included in the boot list.

3.3.3 Accessing a system that will not boot

If you are unable to boot your system, the first step is to access the system and
see what is the probable cause of the failure. This procedure enables you to get a
system prompt so that you may attempt to recover data from the system or
perform corrective action that will enable the system to boot from the hard disk.
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In order to access the system:

1. Turn the system key (if present) to the Service position or alternatively press
F5 on a PCI based system to boot from the tape/CD-ROM/DVD-RAM drive
(during step 4).

2. Turn on all attached external devices, such as terminals, CD-ROM or
DVD-RAM drives, tape drives, monitors, and external disk drives before
turning on the system unit. Turn on the system unit to allow the installation
media to be loaded.

3. Insert Volume 1 of the installation media into the tape, CD-ROM, or DVD-RAM
drive, and power the system unit off.

4. Turn the system unit power switch to the On position. When booting from
alternate media, a screen will appear (before Figure 3-2) asking you to press
a function key (such as F1) to select the proper display as the system
console. Each display on the system will receive a function key number in
order to identify it as the system console. The system begins booting from the
installation media. After several minutes, c31 is displayed in the LED (if your
system has an LED; otherwise, a screen similar to the one in Figure 3-2 is
shown).

Welcome to Base Operating System
Installation and Maintenance

Type the number of your choice and press Enter.
>>> 1 Start Installation Now with Default Settings
2 Change/Show Installation Settings and Install
3 Start Maintenance Mode for System Recovery

88 Help ?
99 Previous Menu

Choice [1]:

Figure 3-2 BOS installation and maintenance screen

5. Select option 3, Start Maintenance Mode for System Recovery, and press
Enter. A screen similar to the one in Figure 3-3 on page 39 is shown.
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Maintenance

Type the number of your choice and press Enter.
>>> 1 Access a Root Volume Group
2 Copy a System Dump to Removable Media
3 Access Advanced Maintenance Functions

4 Install from a System Backup

88 Help?
99 Previous Menu

>>> Choice [1]:

Figure 3-3 Maintenance screen

6. Enter 1, Access a Root Volume Group. A screen similar to the one in
Figure 3-4 is shown.

Warning
If you choose to access a root volume group, you will not be able to return

to the Base Operating System Installation menus without rebooting.
Type the number of your choice and press Enter
0 Continue
88 Help?

>>> 99 Previous Menu

>>> Choice [99]:

Figure 3-4 Warning screen

7. Enter a 0 and press Enter. A screen similar to Figure 3-5 on page 40 is
shown.
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Access a Root Volume Group
Type the number for a volume group to display logical volume

information and press Enter.

1) Volume Group 00615147b27f2b40 contains these disks:
hdisk0 958 04-B0-00-2,0

2) Volume Group 00615247b27¢c2b41 contains these disks:
hdisk1 2063 04-B0-00-6,0

Choice:

Figure 3-5 Access a Root Volume Group screen

8. Select the volume group whose logical volume information you want to
display. This is important, because rootvg will have hd>5, that is, the boot
logical volume. Enter the number of the volume group and press Enter. A
screen similar to Figure 3-6 is shown.

Volume Group Information

Volume Group ID 00615147b27f2b40 includes following logical volumes:
hd5 hdé hd8 hd4 hd2 hd9var

hd3 hd1 Iv00 Ivo1

Type the number of your choice and press Enter.
1) Access this Volume Group and start a shell

2) Access this Volume Group and start a shell before mounting file systems

99) Previous Menu

Choice [99]:

Figure 3-6 Volume Group Information screen
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9. Select one of the options from the Volume Group Information screen and
press Enter. Each option does the following:

Choice 1  Selecting this choice imports and activates the volume group and
mounts the file systems for this root volume group before
providing you with a shell and a system prompt.

Choice 2  Selecting this choice imports and activates the volume group and
provides you with a shell and system prompt before mounting the
file systems for this root volume group.

Choice 99 Entering 99 returns you to the Access a Root Volume Group
screen.

After either choice 1 or 2 is selected and processed, a shell and system
prompt are displayed.

10.Take appropriate measures to recover data or take action (such as using the
bosboot command) to enable the system to boot normally.

3.3.4 Common boot time LED codes

During system initialization, servers with operator panel displays will show LED
codes that provide information about the status of the boot process. Some codes
are checkpoints that indicate which point in the boot process the server has
reached. These codes depend on the type of server.

For example, on a server with a four character display, E1F1 indicates that the
system-defined console has been activated, whereas FF1 indicates this on a
server with a three character display. Codes in the form of Fxx, where xxis a
hexadecimal number, are generally related to firmware.

Other codes indicate that a fault has been detected. The most common LED
codes that indicate boot problems and how to get around them to getting your
system up and running again are given in Table 3-2.

Table 3-2 Common startup LEDs and solutions

LED 201 - Damaged boot image

1. Access your rootvg by following the procedure described in Section 3.3.3,
“Accessing a system that will not boot” on page 37.

Check / and /tmp file systems. If they are almost full, create more space.
Determine the boot disk by using the command 1s1v -m hds.
Re-create boot image using boshoot -a -d /dev/hdiskn.

Check for CHECKSTOP errors in the error log. If such errors are found, it is
probably failing hardware.

o r DN

6. Shutdown and restart the system.
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LED 223-229 - Invalid boot list

1. Set the key mode switch to service (F5 for systems without keylock) and power up
the machine.

2. If display continues normally, change the key mode switch to Normal and continue
with step 3. If you do not get the prompt, go to step 4.

3. When you get the login prompt, login and follow the procedure described in
Section 3.3.1, “Using the bootlist command” on page 35 to change your bootlist.
Continue with step 7.

4. Follow the procedure in Section 3.3.3, “Accessing a system that will not boot” on
page 37 to access your rootvg and continue with step 5.

Determine the boot disk by using the command 1s1v -m hdb5.

6. Change the bootlist following the procedure given in Section 3.3.1, “Using the
bootlist command” on page 35.

7. Shutdown and restart your system.

LED 551, 555, and 557 - Corrupted file system, corrupted JFS log, and so on.

1. Follow the procedure described in Section 3.3.3, “Accessing a system that will not
boot” on page 37, to access the rootvg before mounting any file systems (Option 2
on the Maintenance screen).

2. Verify and correct the file systems as follows:

fsck -y /dev/hdl
fsck -y /dev/hd2
fsck -y /dev/hd3
fsck -y /dev/hd4
fsck -y /dev/hd9var

3. Format the JFS log again by using the command:
/usr/sbin/logform /dev/hd8
Use 1slv -m hd5 to find out the boot disk.
5. Recreate boot image by using the command:
bosboot -a -d /dev/hdiskn
Where n is the disk number of the disk containing boot logical volume.
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LED 552, 554, and 556 - Super block corrupted and corrupted customized ODM
database

Repeat steps 1 through 2 for LEDs 551, 555, and 557.

2. If fsck indicates that block 8 is corrupted, the super block for the file system is
corrupted and needs to be repaired. Enter the command:

dd count=1 bs=4k skip=31 seek=1 if=/dev/hdn of=/dev/hdn
where nis the number of the file system.
3. Rebuild your JFS log by using the command:
/usr/shin/Togform /dev/hd8
If this solves the problem, stop here; otherwise, continue with step 5.

5. Your ODM database is corrupted. Restart your system and follow the procedure
given in Section 3.3.3, “Accessing a system that will not boot” on page 37 to access
rootvg with Choice 2.

6. Mount the root and usr file system as follows:

mount /dev/hd4 /mnt
mount /usr

7. Copy the system configuration to a back up directory:

mkdir /mnt/etc/objrepos/backup
cp /mnt/etc/objrepos/Cu* /mnt/etc/objrepos/backup

8. Copy the configuration from the RAM file system as follows:
cp /etc/objrepos/Cu* /mnt/etc/objrepos

9. Unmount all file systems by using the umount all command.

10. Determine bootdisk by using the 1slv -m hd5 command.

11. Save the clean ODM to the boot logical volume by using the command:
savebase -d/dev/hdiskn

12. Reboot, if system does not come up, and reinstall BOS.
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LED 553 - Corrupted /etc/inittab file

1. Access the rootvg with all file systems mounted by following the procedure
described in Section 3.3.3, “Accessing a system that will not boot” on page 37.

2. Check for free space in /, /var and /tmp by using the df command.

3. Check the /etc/inittab file and correct the inittab problems if there is one empty
inittab file, missing inittab file, or wrong entry in inittab file.

4. Check problems with:

/etc/environment file
/bin/sh

/bin/bsh

/etc/fsck
/etc/profile
/.profile

5. Shut down the system and reboot.

3.4 Quiz

The following certification assessment questions help verify your understanding
of the topics discussed in this chapter.

1. During bootup, the support specialist notices LEDs alternating between 223
and 229. This indicates an invalid boot device. Assuming no hardware
failures, which of the following commands should be used next in order to
determine the boot device once in a maintenance shell?

A. 1slv -m hd5

B. 1spv -m hd5

C. bosboot -a -d hd5

D. bootlist -m normal hd5

2. After a power failure, the system attempts to reboot but hangs on 557. This
indicates file system corruption. Which of the following actions should be
taken to recover?

A. Restore /etc/filesystems from mksysb.

B. Execute chfs -a size=+1 against all file systems in rootvg.

C. From a maintenace shell, run 1ppchk -v against all filesets installed.
D

From a maintenance shell, run fsck -y against all file systems in rootvg.
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The following are additional questions created by the authors to further test your
understanding of the topics.

Figure 3-7 is an exhibit pertaining to question 1.

init:2:initdefault:

brec: :sysinit:/sbin/rc.boot 3 >/dev/console 2>&1 # Phase 3 of system
boot

powerfail: :powerfail:/etc/rc.powerfail 2>&1 | alog -tboot >
/dev/console # Power Failure Detection

rc:2:wait:/etc/rc 2>&1 | alog -tboot > /dev/console # Multi-User checks
fbcheck:2:wait:/usr/sbin/fbcheck 2>&1 | alog -tboot > /dev/console #
run /etc/firstboot

srcmstr:2:respawn: /usr/sbin/srcmstr # System Resource Controller
rctepip:2:wait:/etc/rc, tepip > /dev/console 2>&1 # Start TCP/IP daemons
renfs:2:wait:/etc/rc.nfs > /dev/console 2>&1 # Start NFS Daemons
cron:2:respawn: /usr/sbin/cron
picbe:2:wait:/usr/1lib/lpd/pio/etc/pioinit >/dev/null 2>&1 # pb cleanup
gdaemon:2:wait:/usr/bin/startsrc -sgdaemon
writesrv:2:wait:/usr/bin/startsrc -swritesrv

uprintfd:2:respawn: /usr/sbin/uprintfd

logsymp:2:once: /usr/lib/ras/logsymptom # for system dumps
pmd:2:wait:/usr/bin/pmd > /dev/console 2>&1 # Start PM daemon
diagd:2:once: /usr/lpp/diagnostics/bin/diagd >/dev/console 2>&1
dt:2:wait:/etc/rc.dt

cons:0123456789:respawn: /usr/sbin/getty /dev/console

cfgmeceh:2:once: /usr/lib/methods/cfomceh >/dev/null 2>&1 # Configure
Machine Check Error Handler

infod:2:once:startsrc -s infod

browser:2:respawn: /usr/lpp/x1C/browser/pdnsd

Figure 3-7 Exhibit for question 1
1. After booting, NFS is not available. Based on the exhibit, what can be
concluded?
A. etc/rc.nfs is corrupted.
B. The /var file system is corrupted.
C. The TCP/IP initialization is incorrect.
D

The start NFS call should read "renfs:1:wait:/etc/rc.nfs > /dev/console
2>&1.
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2. During bootup, the system administrator notices that the system is hung at
LED 553. This most commonly indicates:

A

B.
C.
D

3.4.1 Answers

3.5 Exercises

46

A corrupted /etc/inittab.
The system could not complete a network boot.
The system could not vary on the root volume group.

The configuration manager could not locate a valid boot device.

The following answers are for the assessment quiz questions.

1. A
2. D

The following answers are for the additional quiz questions.

1. C
2. A

The following exercises provide sample topics for self study. They will help
ensure comprehension of this chapter.

1. Locate the boot devices on your systems.

2. Comment out tasks started in /etc/inittab and experience the error messages
caused by errors generated like this.
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Hardware installation and
configuration management

Configuration management involves adding new devices to the system, their
configuration, troubleshooting, and solutions to problems that result. The
RS/6000 and pSeries systems include support for several buses, such as the
Peripheral Component Interconnect (PCl), as well as new devices that are
different from the ones that are supported on the microchannel-based RS/6000
systems.

AlX system configuration architecture and methodology uses information stored
in the Object Data Manager (ODM) database to configure devices. The
configuration of devices that do not support automatic configuration, for example,
non-native ISA devices, must be performed manually. This chapter includes
step-by-step procedures on how to configure devices on the PCl-based RS/6000
and pSeries servers.
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4.1 Finding out about your system

48

RS/6000 and pSeries servers are available in a variety of models. A pSeries
system can be single processor or multiprocessor. Models comply to a number of
architecture specifications, such as Micro Channel, PowerPC Reference Platform
(PREP), Common Hardware Reference Platform (CHRP), and RS/6000 Platform
Architecture (RPA).

The hardware platform type is an abstraction that allows machines to be grouped
according to fundamental configuration characteristics, such as the number of
processors and/or I/O bus structure. Machines with different hardware platform
types will have basic differences in the way their devices are dynamically
configured at boot time. Currently available hardware platforms, which are able to
be differentiated by software, in RS/6000 and pSeries families, are:

rs6k Micro Channel-based uni-processor models

rs6ksmp Micro Channel-based symmetric multiprocessor models

rspc ISA-bus models

chrp PCl-bus models

In order to determine the hardware platform type on your machine, enter the
following command:

bootinfo -p
This will return rs6k, rs6ksmp, rspc, or chrp as output.

You can also use the 1scfg command to determine the type of hardware platform
you have. The 1scfg command provides output similar to Figure 4-1 on page 49.
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INSTALLED RESOURCE LIST
The following resources are installed on the machine.
+/- = Added or deleted from Resource List.
# = Diagnostic support not available.
Model Architecture: chrp
Model Implementation: Multiple Processor. PCI bus
+ sysplanar® 00-00 System Planar
+ mem( 00-00 Hemory
+ procl 00-00 Processor
+ L2cache0 00-00 L2 Cache
# pmc0 00-00 Power Management Controller
+ procl 00-01 Processor
+ proc?2 00-02 Processor
+ proc3 00-03 Processor
# pcil 00-£8400000 PCI Bus
# isal 10-78 ISA Bus
+ fda0 01-D1 Standard I/0 Diskette Adapter
+ fdo 01-D1-00-00 Diskette Drive
# siokmal 01-K1 Keyboard/Mouse fidapter
+IsiokaO 01-K1-00 Keyboard Adapter

Figure 4-1 Finding out the hardware platform type

It is important to know what kind of system you have and what its capabilities are
if you decide to use your system for special purposes, such as a Web server, a
CATIA workstation, or for running heavy database applications.

Web servers require fast networking connections, CATIA workstations require a
powerful graphics adapter, and database applications require large responsive
disk drives.

You can determine a specific subset of the configuration of your systems using
the following commands:

1scfg Displays configuration, diagnostic, and vital product data (VPD)
information about the system.

1sdev Displays devices in the system and their characteristics.
1sattr Displays attribute characteristics and possible values of attributes for
devices in the system.

There are also device-specific and class-specific commands that you can use to
find out detailed information about your system. A sample of these commands
include bindprocessor, ifconfig, 1spv, and 1s1pp.
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4.1.1 Using the Iscfg command

You can use the 1scfg command to display summary or detailed data about
devices. If you run the 1scfg command without any flags, it displays the name,
location, and description of each device found in the current Customized VPD
object class that is a child device of the sys0 object. Information on a specific
device can be displayed with the - flag.

You can also use the 1scfg command to display vital product data (VPD), such
as part numbers, serial numbers, and engineering change levels from either the
Customized VPD object class or platform specific areas. Not all devices contain
VPD data.

The general command syntax of the 1scfg command is as follows:

Iscfg [ -=vp] [ -1 Name ]

Some of the most commonly used flags with the 1scfg command are given in
Table 4-1.

Table 4-1 Iscfg command flags

Flag Description
-| Name Displays device information for the named device.
-p Displays the platform-specific device information. This flag only

applies to AIX Version 4.2.1 or later.

-V Displays the VPD found in the Customized VPD object class. Also, on
AlX Version 4.2.1 or later, displays platform specific VPD when used
with the -p flag.

4.1.2 Using the Isdev command

You can use the 1sdev command to display information about devices in the
device configuration database. You can use this command to display information
from either the Customized Devices object class in ODM using the -C flag or the
Predefined Devices object class in ODM using the -P flag.

The general command syntax of the 1sdev command is as follows:

I1sdev -C [ -c Class ] [ -s Subclass ] [ -t Type ] [ -f File ]

[ -F Format | -r ColumnName ] [ -h] [ -H] [ -1 Name ] [ -S State ]
1sdev -P [-c Class ] [ -s Subclass ] [ -t Type ] [ -f File ]

[ -F Format | -r ColumnName ] [ -h ] [ -H ]
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Some of the most commonly used flags with the 1sdev command are given in
Table 4-2.

Table 4-2 Isdev command flags

Flag Description

-C Lists information about a device that is in the Customized Devices
object class. The default information displayed is name, status,
location, and description. This flag cannot be used with the -P flag.

-c Class Specifies a device class name. This flag can be used to restrict output
to devices in a specified class.

-H Displays headers above the column output.

-h Displays the command usage message.

-P Lists information about a device that is in the Predefined Devices

object class. The default information displayed is class, type, subclass,
and description. This flag cannot be used with the -C, -I, or -S flags.

-S State Lists all devices in a specified state as named by the State parameter.

4.1.3 Using the Isattr command

You can use the 1sattr command to display information about the attributes of a
given device or kind of device. If you do not specify the device’s logical name

(-l Name), you must use a combination of one or all of the -c Class, -s Subclass,
and -t Type flags to uniquely identify the predefined device. The general syntax of
the 1sattr command is as follows:

Isattr { -D[ -01 | -E[ -01 | -F Format } -1 Name [ -a Attribute ]
..[-fFilel][-h]T[-H]

Isattr { -D [ -0] | -F Format } { [ -c Class] [ -s Subclass ] [ -t Type ] }
[ -a Attribute ] ... [ -f File] [ -h ] [ -H ]

Isattr -R { -1 Name | [ -c Class ] [ -s Subclass ] [ -t Type ] } -a Attribute
[-fFile]l] [-h][-HI]

The flags commonly used with the 1sattr command are given in Table 4-3.

Table 4-3 Isattr command flags

Flag Description

-D Displays the attribute names, default values, descriptions, and
user-settable flag values for a specific device when not used with the -O
flag. The -D flag displays only the attribute name and default value in
colon format when used with the -O flag.
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Flag

Description

Displays the attribute names, current values, descriptions, and
user-settable flag values for a specific device when not used with the -O
flag. The -E flag only displays the attribute name and current value in
colon format when used with the -O flag. This flag cannot be used with the
-c, -D, -F, -R, -s, or -t flags.

-F Format

Displays the output in a user-specified format.

-a
Attribute

Displays information for the specified attributes of a specific device or kind
of device.

-c Class

Specifies a device class name. This flag cannot be used with the -E or -|
flags.

-f File

Reads the needed flags from the File parameter.

Displays headers above the column output. To use the -H flag with either
the -O or the -R flags is meaningless; the -O or -R flag prevails.

Specifies the device logical name in the Customized Devices object class
whose attribute names or values are to be displayed.

Displays all attribute names separated by colons and, on the second line,
displays all the corresponding attribute values separated by colons.

Displays the legal values for an attribute name. The -R flag cannot be
used with the -D, -E, -F, and -O flags, but can be used with any
combination of the -c, -s, and -t flags that uniquely identifies a device from
the Predefined Devices object class or with the -I flag. The -R flag displays
the list attribute values in a vertical column as follows:

Value1
Value2
ValueN

The -R flag displays the range attribute values as x...n(+i) where x s the
start of the range, nis the end of the range, and iis the increment.

-s
Subclass

Specifies a device subclass name. This flag can be used to restrict the
output to devices for a specified subclass. This flag cannot be used with
the -E or -l flags.

-t Type

Specifies a device type name. This flag can be used to restrict the output
to that of devices of a specified class. This flag cannot be used with the
-E or -l flag.
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When displaying the effective values of the attributes for a customized device, the
information is obtained from the Configuration Database, not the device.
Generally, the database values reflect how the device is configured unless it is
reconfigured with the chdev command using the -P or -T flag. If this has occurred,
the information displayed by the 1sattr command might not correctly indicate the
current device configuration until after the next system boot.

If you use the -D or -E flags, the output defaults to the values for the attribute's
name, value, description, and user-settable strings unless also used with the -O
flag. The -O flag displays the names of all attributes specified separated by
colons. On the next line, the -O flag displays all the corresponding attribute
values separated by colons. The -H flag can be used with either the -D, -E, or -F
flags to display headers above the column names. You can define the format of
the output with a user-specified format where the format parameter is a quoted
list of column names separated by non-alphanumeric characters or white space
using the -F Format flag.

4.1.4 Examples

In order to find out the number of processors you have, use one of the following
commands:

» 1scfg | grep proc | we -1

» 1sdev -Cc processor | wc -1

» bindprocessor -q

The -q flag of the bindprocessor command lists the available logical processor
numbers.

To learn more about a particular processor, use the following 1sattr command:
# Tsattr -EH -1 procO

attribute value description user_settable
state enable Processor state False
type PowerPC_604 Processor type False

frequency 332000000 Processor Speed False

To find out how much memory is installed, use the following 1sattr command:
# 1sattr -E1 sysO | grep realmem

realmem 524288 Amount of usable physical memory in Kbytes False
To find out if device driver software for the 14100401 class of adapters (gigabit
Ethernet) is installed, use the 1s1pp command as follows:

# 1slpp -1 | grep 14100401
devices.pci.14100401.diag 5.1.0.0 COMMITTED Gigabit Ethernet-SX PCI
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devices.pci.14100401.rte
devices.pci.14100401.rte

COMMITTED Gigabit Ethernet-SX PCI

5.1.0.0
5.1.0.0 COMMITTED Gigabit Ethernet-SX PCI

To find out if adapter ent1 supports the jumbo frames transmission setting, use
the 1sattr command as follows:

# lsattr -EH1 entl -a jumbo_frames

attribute value description user_settable

jumbo_frames no Transmit jumbo frames True

This example shows that ent1 supports jumbo frames but the option is currently
not enabled.

4.2 Adapter and device configuration

PCl-based RS/6000 and pSeries servers support attachment of devices using
the following bus types:

» SCSI
» PCI
» ISA

Devices on PCl-based RS/6000 or pSeries systems might be of two types: native
devices, such as the integrated SCSI controller and the serial controller or
attached (non-native) devices, such as the supported PCI or ISA adapters.

The device information required to configure the integrated devices is contained
in the firmware and is passed to the operating system through the residual data
written to NVRAM. Thus, integrated devices are configured automatically to AlIX
after system reboot. Attached PCI devices and adapters are configured
automatically at system start-up, provided required device drivers are installed on
the system. However, ISA adapters have to be configured manually.

4.3 Displaying installed devices

54

In order to display devices that are either supported or defined on your system,
you can either use the 1sdev command or use the SMIT fast path as follows:

1. smitty 1sdev
A screen similar to the one shown in Figure 4-2 on page 55 will be shown.

IBM @server Certification Study Guide - pSeries AIX System Support



List Devices

Move cursor to desired item and press Enter.

List fill Supported Devices

List All Defined Devices
Show Characteristics of a Supported Device
Show Characteristics of a Defined Device

F1=Help F2=Refresh F3=Cancel F8=Image

F9=Shell F10=Exit Enter=Do

Figure 4-2 List Devices SMIT screen

2. Select List All Defined Devices (the 1sdev -C command is run in the
background).

3. Press Enter.

A list of all the devices that are either in the Defined or in the Available state are
listed. An output similar to Figure 4-3 on page 56 is shown.
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COMHMAND STATUS
Command : stdout: yes stderr: no
Before command completion. additional instructions may appear belou.
LTOP]
Bio0 Defined fisynchronous 1/0
bus0 Available 00-00 PCIL Bus
busl Available 04-A0 ISA Bus
cd? fivailable 04-B0-00-3.0 SCSI Multimedia CD-ROM Drive
copied Defined Logical volume
end Available Standard Ethernet Network Interface
entd fivailable 04-DO IBH PCI Ethernet Adapter (22100020)
etl Defined IEEE 802.3 Ethernet Network Interface
£d0 Available 01-C0-00-00 Diskette Drive
fdad fivailable 01-CO Standard I/0 Diskette Adapter
fslv00 Defined Logical volume
gxme( Available Graphics Data Transfer Assist Subsystem
CMORE . ..591
F1=Help F2=Refresh F3=Cancel F6=Command
F8=Image F9=5Shell F10=Exit /=Find
n=Find Next

Figure 4-3 smitty Isdev output

Note: The predefined ODM database contains default characteristics for
devices. These devices may not exist on the system, but have device
support loaded. For example, if a tape drive was detected at the installation
time, there will be a number of types of tape drives in the list, but if, on the
other hand, no multiprotocol adapter was found, no such support will be
added to the predefined database. Use the 1sdev -P command to see a list
of supported devices.

4.4 Configuring new devices

Depending on the kind of device you plan to configure, you will go through a
different sequence of configuration steps. PCI device configuration and ISA
device configuration differs considerably. The following sections discuss the
various configuration approaches.
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4.4.1 PCI device configuration

If you add a new PCI or SCSI device to your system, the system will
automatically configure the device (provided no conflict is found in case of SCSI
devices, for example, the same SCSI ID for two different SCSI devices) at system
restart or by using the cfgmgr command, provided the required device drivers are
installed.

When using PCI adapters, the slot number is as important as it is in
microchannel devices. If you change the adapter from slot A to slot B, the original
adapter information for slot A will be kept in the defined state, and a new
definition will be created for slot B and a new device will be configured.

Hot-plug PCI slots and adapters

Newer models of RS/6000 and IBM @server pSeries servers have PCI slots that
are hot-plug enabled, which allows most PCI adapters to be removed, added, or
replaced without powering down the system. This function enhances system
availability and serviceability.

The function of hot-plug is not only provided by the PCI slot, but also by the
function of the adapter. Most adapters are hot-plug, but some are not. Be aware
that some adapters must not be removed when the system is running, such as
the adapter with the operating system disks connected to it or the adapter that
provides the system console. Refer to the PCI Adapter Placement Reference
Guide, SA38-0538 for further information.

To manage hot-plug PCI adapters, it is important to turn off slot power before
adding, removing, or replacing the adapter, which is done by the operating
system. The following methods can be used to manage hot-plug PCI slots in AIX:

» Command line:

— 1sslot: List slots and their characteristics

— drslot: Dynamically reconfigures slots
» SMIT
» Web-based System Manager
To add a hot-plug PCI adapter, use the drslot command to set the slot first into
the Identify state to verify the right slot was selected. After pressing Enter, the
slot changes its state to the Action state. Then, add the adapter to the system.

When finished, press Enter again to turn on the slot power. The adapter is now
integrated into the system and can be configured using AIX cfgmgr.

Before adapters can be removed, they must be deconfigured in AIX. The adapter
must be in a defined state or removed from the ODM.
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4.4.2 ISA device configuration

Devices like PCI or Micro Channel integrated devices, such as SCSI controllers,
and integrated ISA devices, such as keyboard, mouse, and audio, are self
configuring. However non-integrated ISA devices, such as adapters plugged into
ISA slots, should be configured manually.

In the case of ISA devices, five resources should be managed before your
system can run smoothly. These five resources are:

» Bus I/O ranges

» Bus memory address ranges

» System interrupts (IRQ)

» Direct Memory Access (DMA) channels

» Bus memory DMA address ranges

These settings must be different for all ISA adapters to avoid conflicts; otherwise,
you will not be able to use the adapter. If these resources cannot be dynamically
set, they must be set by adjusting switches or jumpers on the adapter. In case the

adapter does not have switches, you may need a System Management Services
(SMS) disk to configure the adapter.

The first step is to install the device drivers for ISA adapters, if you have not
already done so. In order to check whether device support for ISA has been
installed, use the 1sdev command, as shown in Figure 4-4.

# lsdev -Pc adapter -s isa

adapter tokenring isa IBM 16/4 PowerPC Token-Ring Adapter (isa)
adapter portmaster isa Multiport Model 2 Adapter

adapter ethernet isa IBM ISA Ethernet Adapter

adapter articmpx  isa X.25 CoProcessor/l Adapter

adapter pcxr isa IBM 8-Port Async, EIA-232 (ISA)
adapter pc8s isa IBM 8-Port EIA-232/RS-422A (ISA) Adapter
adapter cxia isa IBM 128-Port Async, EIA-232 (ISA)

Figure 4-4 Checking ISA device support

This provides you with a list of all the adapters that have been defined in the
predefined ODM database. If you see a blank display when you run this
command, you need to install the support for ISA adapters.
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Installing device drivers for ISA devices
In order to install device drivers support for ISA devices, use the SMIT fast path
smitty devinst_isa and follow these steps:

1. On the Install Additional Device Software screen, enter the device or directory
where the ISA device software is located.

2. Select the devices.isa fileset in the SOFTWARE to install field. By default, it is
already entered in the field.

3. The device support for ISA devices will be installed once the command
finishes execution.

You could also use the SMIT fast path smitty devinst. This command allows
you to install any type of additional device software, and does not preselect a
specific device type. You have to specify the filesets to install using the
SOFTWARE to install field.

Recording settings of already configured ISA adapters

ISA devices may not work properly if there are clashes in their settings, such as
IRQ or bus I/O ranges. It is best to note all the settings of any ISA devices
already present in your system. In order to do that, issue the following command:

1sdev -Cc adapter -s isa
This command will show you all the ISA devices that are already configured with

your system. The output of this command will be similar to what is shown in
Figure 4-5.

# lsdev —Cc adapter -s isa
cxial Available 01-01 IBM 128-Port Async. EIA-232 (ISA)
apm0 Available 01-02 4-Port Selectable Multiport Model 2 Adapter

|

Figure 4-5 Finding out currently defined devices

Once you have the names of the ISA devices that are configured on your system,
use either the 1sresource command or the 1sattr command to get the current
settings of your ISA devices. The 1sresource command writes a list of assigned
bus resources to standard out, or determines if the bus resources for devices
resolve. On the command line, enter:

1sresource -1 apm0
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An output similar to Figure 4-6 will be shown.

# lsresource -1 apmQ

TYPE DEYICE ATTRIBUTE S G CURRENT

B apm0  bus_mem_addr 0x000e2000 — 0x000e3FfF
0 apm0  bus_io_addr 0x000006a0 — 0x000006a6
N apm@  bus_intr_lvl 7 (AD)
*1

Figure 4-6 Finding out current resource settings using Isresource

Use the 1sattr command to find out the current settings of all of your ISA
devices. The 1sattr command displays information about the attributes of a
given device or kind of device. Use the Tsattr command, as shown in
Figure 4-7.

# lsattr -1 apm0 -E -H

attribute value  description user_settable
bus_intr_1lvl 7 True
bus_io_addr 0xB6A0 True
bus_mem_addr 0xE2000 True
window_size  Ox2000 MWindow Size False
intr_priority 2 False

+1

Figure 4-7 Finding out current resource settings using Isattr

Once you have the current values for the installed devices, refer to your device
documentation and select the recommended values for the device to work
properly. Next, configure the adapter using the SMIT fast path smitty isa.

A screen similar to Figure 4-8 on page 61 will be shown.
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ISA Adapters
Move cursor to desired item and press Enter.

Install ISA Adapter Software

Change / Show Characteristics of an ISA Adapter
Remove an ISA fdapter

List all Defined ISA Adapters

List all Supported ISA Adapters

Configure a Defined ISA fAdapter

Fl=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 4-8 smitty isa command

Follow these steps:
1. Select Add an ISA Adapter and press Enter, as in Figure 4-9.

ISA Adapters
Move cursor to desired item and press Enter.
Install ISA Adapter Software

Ndd an ISA Adapter

Change / Show Characteristics of an ISA Adapter

Add an ISA Adapter
Move cursor to desired item and press Enter.

tokenring isa IBM 16/4 PowerPC Token—Ring Adapter (isa)
portmaster isa Multiport Model 2 Adapter

ethernet  isa IBM ISA Ethernet Adapter

articmpx  isa X.25 CoProcessor/1 Adapter

pexr isa IBM 8-Port fisync, EIA-232 (ISA)
pc8s isa IBM 8-Port EIA-232/RS-422A (ISA) Adapter
cxia isa IBM 128-Port fsync. EIA-232 (ISA)
F1=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do
F1| /=Find n=Find Next

F9

Figure 4-9 Add an ISA Adapter screen
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Note: You can try to configure the adapter without actually installing it,
because some adapters may have DIP switches that you may have to set in
order to get the right settings. If you try to configure an adapter, for example,
an X.25 adapter that has not been installed, and there are no parameter
conflicts, you will be given a message as follows:

ampx0 Defined

Method error (/usr/lib/methods/cfgclx):
0514-047 Cannot access a device.
[busquery]ioct1(): Function not implemented
ampx0 deleted

This shows that you have configured the adapter correctly, except that you still
must actually install it.

2. Select the adapter you want to add (assume that you are trying to configure a
Multiport Model 2 adapter) and press Enter. A screen similar to Figure 4-10 is

shown.
fidd a Multiport Hodel 2 Adapter
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
Description Multiport Model 2 Adap>
Parent Device busl
ISA Interrupt Level /7] +#
Bus I0 Address [0x6M0] +X
Bus Memory Address [OxE20001 +X
Define device only. do not configure no +
F1=Help F2=Refresh F3=Cancel Fd=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F1o=Exit Enter=Do

Figure 4-10 Add a Multiport Model 2 Adapter screen
3. Change any input fields required and press Enter once you are done. If your

given values conflict with some other ISA device, a message similar to
Figure 4-11 on page 63 will be shown.
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COMMAND STATUS
Command : stdout: yes stderr: no
Before command completion. additional instructions may appear below.

Bpml Defined

lsresource : The attribute(s) for some device(s) in the system

could not be resolved. To resolve conflicts. attribute(s) need to be
modified. A suggested value for each attribute is provided.

DEYICE ATTRIBUTE CURRENT SUGGESTED DESCRIPTION
apml  bus_intr_lvl 7 9

apml bus_io_addr Oxbal  0Oxaal

apml  bus_mem_addr 0xe2000 OxedQ00

apml deleted

F1=Help F2=Refresh F3=Cancel F6=Command
F8=Image F9=Shell F10=Exit /=Find
n=Find Next

Figure 4-11 ISA adapter resource conflict
4. Go back to the previous screen and correct the values accordingly.

You have successfully configured an ISA adapter.

4.4.3 128-port asynchronous adapter considerations

The 128-port asynchronous adapter subsystem meets the multiuser
requirements for workstations in the open system environment. The subsystem
can support up to 128 devices and offers higher speeds to the end user. It is an
intelligent adapter with the ability to offload line protocol processing from the
operating system.

The 128-port product consists of an adapter card, up to eight remote
asynchronous node (RAN) units, each supporting 16 devices, for a total of 128
devices per adapter. The 128-port asynchronous adapter card resides in the
system unit, and is connected by either EIA 422, direct cabling, EIA 422/EI1A 232
synchronous modems, or Data Service Unit/Channel Service Units (DSU/CSUs)
to the RAN. The number of 128-port asynchronous adapters that can be installed
is dependent on the number of slots available in the system with a hardware limit
of seven adapters per bus (an optional I/O bus can provide eight additional slots).
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Each 128-port asynchronous adapter has two synchronous lines. Up to four
RANs can be connected to a single synchronous line in a daisy-chain fashion.
That is, the first RAN is connected to one of the adapter's lines, the second RAN
is connected to the first RAN, and so on (up to four RANS).

The RANSs can be attached to the 128-port adapter with a direct local connection,
a synchronous modem connection, or a combination of the two. Figure 4-12
shows some of the possible connection types.

128-Port Asynchronous Adapter

esssescece | essesceece I I ........-l.:r | .-.....1:; |

11 L1 1o

[

128-Port Asynchronous Adapter

1T

Synchronous Modems

Tl:l

—T

%

128-Port Asynchronous Adapter

(L LI I LY L] | NN ES 08 | | VRIS 00 | | Ll LU LD L L

1 I'T TT T e [

fl| |f| / | ...IFE}

Synchronous Modems

[====] Local RAN [===] Remote RAN _\!\_ Telephone

Line

—T

Local and Remote Configuration Scenarios

Figure 4-12 128-port asynchronous adapter connection combinations
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The adapter identifies RANs by their node numbers. Each RAN in a daisy chain
must have a unique node number (1n through 4n), which must be set during
installation. The node numbers must be assigned in ascending order with the
lowest number assigned to the RAN closest to the adapter. You can skip node
numbers (to facilitate insertion of additional RANs at a later date), as long as the
ascending sequence is maintained. Figure 4-13 summarizes the node number
assignment.

EE Hinet ?T ;EF 1a'nT 1?'1:'
Adapter "i“"2| L | | 4"'

Figure 4-13 RAN numbering

The remote asynchronous node (RAN) is equipped with:

» Ten LED indicators

» Two-digit, seven-segment LED display

» Two push buttons

The RAN front panel display has several different display modes, as indicated by

the two-digit, seven-segment display. Some of the RAN front panel display
modes are shown in Table 4-4.

Table 4-4 RAN activity codes

Mode Mode name Description

P1 POST Complete P1 appears on the seven-segment display.
Power-on self-test is complete, relays are open
and waiting for connection.

P2 Ping Packet Receive | P2 indicates that the operating system
successfully transmitted a ping packet to RAN.

AC Activity AC appears on the seven-segment display. The 10
LEDs turn on sequentially from left to right. The
speed of this chase light display increases with
the overall activity level of the RAN.

En Error Node En appears on the seven-segment display. It
indicates that a valid ping packet was received but
the node number in EEPROM is incorrect.
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In the case of duplicate node numbers, the RAN farthest from the host adapter
will display En, instead of AC, when the system is started.

The configuration for a 128-port asynchronous adapter follows the same
sequence of steps for a normal ISA adapter; however, you can customize your
adapter port-wise. That is, you can set different characteristics for your lines and
the corresponding nodes.

4.5 Adding a TTY device

In order to add a TTY, use the following procedure:
1. Run smitty tty and select Add a TTY or run smitty maktty.

2. The system will ask you for the TTY type and the parent adapter. Select both
and press Enter.

A screen similar to Figure 4-14 will be shown.

Add a TTY

Type or select values in entry fields.

Press Enter AFTER making all desired changes.

[TOP] [Entry Fields]
TTY type tty
TTY interface rs232
Description fisynchronous Terminal
Parent adapter sal

0k nunber) b :
Enable LOGIN disable +
BAUD rate [96001 +
PARITY [nonel +
BITS per character [81 +
Number of STOP BITS [11 +
TIME before advancing to next port setting [0] +it
TERMINAL type [dumb1
FLOW CONTROL to be used [xonl +

[HMORE...311

F1l=Help F2=Refresh F3=Cancel F4=List

F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10-Exit Enter=Do

Figure 4-14 Add a TTY screen

3. Select the port number you want this TTY to be added to in the PORT number
field. For RANSs, follow the location code rules to select the appropriate port
number.

4. Change the TERMINAL Type field to the type of terminal you are using. This
parameter is very important, because you might not be able to use all the
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keys on your terminal if this parameter is set incorrectly. The TERM
environment variable stores this setting. You can change the terminal
emulation setting by using your TERM environment variable and using the
export command to store the terminal emulation you want to use. For
example, in order to use ibm3151 terminal emulation, use the command:

export $TERM=ibm3151.

5. Set the line speed and the kind of communication (1/8/N or 1/7/E) for your
terminal and press Enter.

This will create a device special file in the /dev directory. Add an entry to the
/etc/inittab file in order to run the getty process on your terminal, so that your
terminal is available at system startup. It also adds another entry to the
customized ODM (CuDv) database for the terminal you have just added.

You can also add a TTY directly on the command line. In order to add an
ibm3151 RS232 terminal using adapter sa0 and port s1 with login enabled, use
the following command:

mkdev -c tty -t tty -s rs232 -p sa0 -w sl -a Togin=enable -a term=ibm3151

You can remove a terminal by using the command:
rmdev -1 <tty name> -d

Where <tty name> can be determined by using the command tty or by listing all
the TTYs and then selecting the TTY you want to remove.

You cannot remove a device that is in use. If the device is busy, you will receive
an error message, as shown in the following example:

# rmdev -1 tty0 -d
Method error (/etc/methods/ucfgdevice):
0514-062 Cannot perform the requested function because the
specified device is busy.

4.6 Adding a tape drive

Generally, a tape drive attached on a SCSI interface is automatically configured
once you run the cfgmgr command or at the system start-up. There may be
occasions when you want to add a new tape drive to your system. In order to add
a tape drive, use the SMIT fast path smitty tape and follows these steps:

1. Select Add a Tape Drive.
A screen similar to Figure 4-15 on page 68 will be shown.
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Tape Drive

Mo

Tape Drive Type
Move cursor to desired item and press Enter.

LTOP]
150mb scsi 150 MB 1/4-Inch Tape Drive
3490e scsi 3490FE Autoloading Tape Drive
4mm2gb  scsi 2.0 GB 4mm Tape Drive

4mm2gh2 scsi 2.0 GB 4mm Tape Drive

4mmdgb  scsi 4.0 GB 4mm Tape Drive

525mb scsi 525 MB 1/4-Inch Tape Drive

Bmm scsi 2.3 GB 8mm Tape Drive

Bmmbgb  scsi 5.0 GB 8mm Tape Drive

8mm7ghb  scsi 7.0 GB 8mm Tape Drive
[MORE...31
F1=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do

F1| /=Find n=Find Next

F9

Figure 4-15 Selecting the new tape drive type

2. Choose the type of tape drive that you want to add and press Enter.

3. Select the parent adapter on which the tape will be attached and press Enter.
A screen similar to Figure 4-16 will be shown.

fidd a Tape Drive
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
Tape Drive type 8mmbgb
Tape Drive interface scsi
Description 5.0 GB 8mm Tape Drive
Parent adapter scsi0
SCONRECTLON-addresa 0 .
BLOCK size (0=variable length) [1024] +#
Use DEVYICE BUFFERS during writes yes +
Use EXTENDED file marks no +
DENSITY setting #1 140 +
DENSITY setting #2 20 +
Use data COMPRESSION yes +
F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F1o-Exit Enter=Do

Figure 4-16 Setting characteristics of a new tape drive device
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4.7 Quiz

4. Enter the SCSI address in the CONNECTION address field.

5. The BLOCK size parameter is very important, since a tape is a block device.
By default, the block size is 1024 bytes. If you save a file on a tape with block
size of 512 bytes, you will not be able to read it with a tape drive with a block
size equal to 1024 bytes on older AIX releases. It is recommended that you
keep the block size 0, which is a variable block size. A variable block size
automatically finds out the block size of your media and then reads the media
accordingly. If the block sizes of the media and the tape drive are different,
you can encounter an error similar to this when you try to read something
from a tape:

restore: 0511-160 Cannot read the backup media
/dev/rmt0.1:There is an input or output error

6. Press Enter to complete the process.
Alternatively, you can add a new tape drive on the command line. For example, in

order to create a device for an 8 mm tape attached on adapter scsiO using 5 as
the SCSI address, use the command:

mkdev -c tape -t ’8mm’ -s ’scsi’ -p ’scsi0’ -w ’5,0° -a block size=’0’

The following certification assessment question helps verify your understanding
of the topics discussed in this chapter.

1. Given a device ID 14100401 for a Gigabit Ethernet adapter, which of the
following commands should be used to determine the driver in use for this
adapter?

A. 1sdev -Cc if

B. Tlsattr -E -1 <device ID>
C. 1slpp -w | grep ethernet
D. 1slpp -1 | grep <device ID>

The following are additional questions created by the authors to further test your
understanding of the topics.
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1. What command can be run from the command line to permanently remove
tty5 from the system?

A. rmdev -1 tty5
B. rmdev -d1 tty5
C. mkdev -d1 tty5
D. odmdelete -q "name=tty5" -o PdAt

2. Aclient is setting up an 128-port asynchronous adapter with two remote
RANSs. The two SA devices (RANs) are not available to the system. In

addition, node 1’s LEDs is displaying AC and node 2’s LEDs is displaying En.

What is the most likely cause of the problem?

A. There are 2 RANs with the same node number.

B. The adapter itself is not being recognized by the system.

C. The serial line in SMIT is defined with the wrong speed.

D. The serial line in SMIT is defined with the wrong cable type.

4.7.1 Answers

The following answers are for the assessment quiz questions.
1. D

The following answers are for the additional quiz questions.
1. B
2. A

4.8 Exercises

70

The following exercises provide sample topics for self study. They will help
ensure comprehension of this chapter.

1. You have just purchased a new pSeries. Find out the type of your pSeries

system using the bootinfo command. Also, find out the number of processors

you have.

2. You need to add a new ISA adapter to your system. Using the guidelines in
the chapter, configure the ISA adapter correctly in your system.

3. Remove a TTY permanently from your system; also configure all of your TTYs

to have ibm3151 as the default emulation setting.
4. Familiarize yourself with the various adapters available to pSeries.
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Object Data Manager

The ODM has many purposes. Its primary functions are to maintain the RISC
System/6000 configuration, associated devices, and the vital product database.
In addition, it provides a more robust, secure, and sharable resource than the
ASCII files previously used in AIX.

System data managed by the ODM includes:

» Device configuration information

» Display information for SMIT (menus, selectors, and dialogs)

» Vital product data for installation and update procedures

» Communications configuration information

» System resource information

Most system object classes and objects are stored in the /usr/lib/objrepos
directory; however, ODM information is stored in three directories as follows:
» /usr/lib/objrepos

» /usr/share/lib/objrepos

» /etc/objrepos
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The basic components of the ODM are object classes and objects. To manage
object classes and objects, you use the ODM commands and subroutines.
Specifically, you use the create and add features of these interfaces to build
object classes and objects for storage and management of your own data.

A summary of the ODM concepts is provided in Table 5-1.
Table 5-1 ODM concepts

Item Definition Similar to Similar to

Object class A stored collection of An array of A file with fixed
objects with the same | C-Language format records.
definition. structures.

ODM object A member of adefined | An element of an One of the fixed
ODM object class. An | array structure. format records.

entity that requires
management and
storage of data.

ODM database | A stored collection of A collection of A directory of files.
ODM object classes. structure arrays.

An object class comprises one or more descriptors. Values are associated with
the descriptors of an object when the object is added to an object class. The
descriptors of an object and their associated values can be located and changed
with the ODM facilities.

In the area of device configuration, the ODM contains information about all
configured physical volumes, volume groups, and logical volumes. This
information mirrors the information found in the VGDA. The process of importing
a VGDA, for example, involves copying the VGDA data for the imported volume
group into the ODM. When a volume group is exported, the data held in the ODM
about that volume group is removed from the ODM database.
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5.1 ODM commands

You can create, add, change, retrieve, display, and delete objects and object
classes with ODM. ODM commands are entered on the command line.

Note: ODM commands should be used only when traditional methods of
system maintenance, such as SMIT, are ineffective. For a beginning
system administrator, it is recommended that you perform additional
reading and exercises before using these commands. Incorrect use of
these commands may result in a disabled system. The ODM commands
are described here for introductory purposes.

The ODM commands are:

odmadd

odmchange

odmcreate

odmdelete
odmdrop

odmget

odmshow

Adds objects to an object class. The odmadd command takes an
ASCII stanza file as input and populates object classes with

objects found in the stanza file.

Changes specific objects in a specified object class.

Creates empty object classes. The odmcreate command takes an
ASCII file describing object classes as input and produces C
language .h and .c files to be used by the application accessing

objects in those object classes.
Removes objects from an object class.

Removes an entire object class.

Retrieves objects from object classes and puts the object
information into odmadd command format.

Displays the description of an object class. The odmshow
command takes an object class name as input and puts the
object class information into odmcreate command format.

5.2 Example of an object class for an ODM database

The following is an example of the object class definition for the Customized
Device Database (CuDv):

# odmshow CuDv

class CuDv {
char name[16]; /*
short status; /*
short chgstatus; /*
char ddins[16]; /*

offset:
offset:
offset:
offset:

Oxc ( 12) */
Oxlc ( 28) */
Oxle ( 30) */
0x20 ( 32) */
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/*

*/

5.3 Quiz

char location[16]; /* offset:
char parent[16]; /* offset:
char connwhere[16]; /* offset:
Tink PdDv PdDv uniquetype PdDvLn[48]; /* offset:
1

descriptors: 8

structure size: 0x98 (152) bytes

data offset: 0x20001cd8

population: 50 objects (50 active, 0 deleted)

0x30 ( 48)
0x40 ( 64)
0x50 ( 80)
0x60 ( 96)

*/
*/
*/
*/

The following certification assessment questions help verify your understanding
of the topics discussed in this chapter.

1. A system administrator wants to examine the ODM's Predefined Device
Database (PdDv) on a H70 server. He uses the odmget command to query the
database, which pulls information from several sections of the system. Which
of the following is an area that does not contain the ODM?

A

B.
C.
D

/etc/objrepos
/dev/objrepos
/usr/lib/objrepos
/usr/share/lib/objrepos

The following are additional questions created by the authors to further test your
understanding of the topics.

1. A system administrator wishes to determine if a newly configured tape drive is
correctly added to the ODM database. Which command would the
administrator use?

A.

B.
C.
D

odmshow
odmadd
odmget

odmcreate
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2. The ODM is located in:
A. /etc/objrepos
B. /usr/lib/objrepos
C. /usr/share/lib/objrepos
D. All of the above

5.3.1 Answers

The following answers are for the assessment quiz questions.
1. B

The following answers are for the additional quiz questions.
1. C
2. D

5.4 Exercises
The following exercises provide sample topics for self study. They will help
ensure comprehension of this chapter.
1. List the uses of the ODM.

2. Using the correct ODM facility, determine the format of the Predefined Device
Database (PdDv).
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Storage management, LVM,
and file systems

In this chapter, storage management, Logical Volume Management (LVM), and
file system support issues are covered. The basic tasks that require
understanding are broken down into separate sections.
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6.1 Logical volume storage concepts

The five basic logical storage concepts are physical volumes, volume groups,
physical partitions, logical volumes, and logical partitions. The relationships
among these concepts is provided in Figure 6-1.

ROOTVG  physical

Partitions Three physical disks in the box form

a single volume group (rootvg).

> 4

Physical

Partitions .
Physical Volume Logical

1S 0) Partitions

Physical Volume (ndisk1) \ }
Physical
Partitions / 4

Logical Volume

(hdisk2)

Physical Volume

Figure 6-1 Relationship between logical storage components

The following can be said regarding Figure 6-1:

» Each individual fixed-disk drive is called a physical volume (PV) and has a
name. For example: hdisk0, hdisk1, or hdisk2.

» All physical volumes belong to one volume group (VG) named rootvg.

» All of the physical volumes in a volume group are divided into physical
partitions (PPs) of the same size.

» Within each volume group, one or more logical volumes (LVs) are defined.
Logical volumes are groups of information located on physical volumes. Data
on logical volumes appear as contiguous to the user, but can be
discontiguous on the physical volume.

» Each logical volume consists of one or more logical partitions (LPs). Each
logical partition corresponds to at least one physical partition. If mirroring is
specified for the logical volume, additional physical partitions are allocated to
store the additional copies of each logical partition.
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» Logical volumes can serve a number of system purposes, for example,
paging, but each logical volume that holds ordinary systems, user data, or
programs contains a single journaled file system (JFS). Each JFS consists of
a pool of page-size (4 KB) blocks. In AIX Version 4.1, a given file system can
be defined as having a fragment size of less than 4 KB (512 bytes, 1 KB, or 2
KB).

After installation, the system has one volume group (the rootvg volume group)
consisting of a base set of logical volumes required to start the system and any
others you specify to the installation script.

6.1.1 Limitations of logical volume storage

The LVM in AlIX provides a lot of flexibility in disk management. However, similar
to all other operating system components, it has its limitations. Table 6-1 lists the
limitations on the logical storage in AIX.

Table 6-1 Limitations for logical volume storage management

Storage components Limitations

Volume group 255 per system

Physical volume 32 per volume group

Physical partition 1016 per physical volume up to 256 MB each in size. A

multiple of 1016 may be used on AIX Version 4.3.1 or later
systems, provided the factor is set to a non-default value.

Logical volume 256 per volume group

Logical partition 32,512 per logical volume

6.2 Managing physical volumes

The following sections discuss adding a new disk drive, changing physical
volume characteristics, and monitoring the physical volumes.

6.2.1 Configuring a physical volume

The following three methods can be used to configure a new disk drive. If the
LVM will use this disk, it must also be made of a physical volume.

Method 1

This method is used when it is possible or required to shut down and power off
the system prior to attaching the disk.
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When the system is booted after adding a disk drive, the cfgmgr command is run
by the system during booting, which will automatically configure the disk. After
boot-up is complete, log in as root and run 1spv, and look for a new disk entry in
the output, as shown in the following example.

hdiskl none none
or
hdiskl 00005264d21adb2e none

The 16-digit number in the second column of the preceding example is the
physical volume identifier (PVID).

If the output shows the new disk with a PVID, it can be used by LVM for
configuration. If the new disk does not have a PVID, then use the procedure in
Section 6.2.2, “Making an available disk a physical volume” on page 81 to allow
the disk to be used by the LVM.

Method 2

This method may be used when it is not required to shut down or power off the
system prior to attaching the disk. Perform the following tasks:

1. Run Tspv to list the physical disks already configured on the system, as
shown in the following example:

# lspv
hdisk0 000005265ac63976 rootvg

2. To configure all newly detected devices on the system (including the new
disk), use the following command:

cfgmgr

3. Run 1spv again, and look for a new disk entry in the output, as shown in the
following example:

hdiskl none none

or

hdiskl  00005264d21adb2e none
Once you have determined the name of the newly configured disk, use the
procedure described in Section 6.2.2, “Making an available disk a physical

volume” on page 81 to allow the disk to be utilized by the Logical Volume
Manager.
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Method 3

This method may be used when it is not required to shut down or power off the
system prior to attaching the disk. This method requires the following information
about the new disk:

» How the disk is attached (subclass)

» The type of the disk (type)

» Which system attachment the disk is connected to (parent name)

» The logical address of the disk (where connected)

Use the following command to configure the disk and ensure that it is available as
a physical volume by using the pv=yes attribute.

mkdev -c disk -s subclass -t type -p parentname \ -w whereconnected -a pv=yes
The pv=yes attribute makes the disk a physical volume and writes a boot record

with a unique physical volume identifier onto the disk (if it does not already have
one).

6.2.2 Making an available disk a physical volume

A new disk drive can only be assigned to volume groups. To be used by the LVM,
a disk must be configured as a physical volume. The following command will
change an available disk (hdisk1) to a physical volume by assigning a physical
volume identifier (PVID), if it does not already have one:

chdev -1 hdiskl -a pv=yes

This command has no effect if the disk is already a physical volume. However in
an HACMP environment, you may damage the data if you alter the PVID on a
shared volume.

6.2.3 Modifying physical volume characteristics

This section discusses the two characteristics that can be changed for a physical
volume to control the use of physical volumes using the chpv command.

Setting allocation permission for a physical volume

The allocation permission for a physical volume determines if physical partitions
contained on this disk, which are not allocated to a logical volume yet, can be
allocated for use by logical volumes. Setting the allocation permission defines
whether or not the allocation of new physical partitions is permitted for the
specified physical volume.
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The following command is used to turn off the allocation permission for physical
volume hdisk1:

chpv -a n hdiskl

To turn the allocation permission back on, use the following command:
chpv -a y hdiskl

Setting the availability of a physical volume

The availability of a physical volume defines whether any logical input/output
operations can be performed to the specified physical volume. Physical volumes
should be made unavailable when they are to be removed from the system or are
lost due to failure.

The following command is used to set the state of a physical volume to
unavailable:
chpv -v r pvname
This will quiet all VGDA and VGSA copies on the physical volume, and the
physical volume will not take part in future vary on quorum checking. Also,
information about the specified volume will be removed from the VGDAs of the
other physical volumes in that volume group.
The following command will make a physical volume available to the system:
chpv -v a pvname

Note: The chpv command uses space in the /tmp directory to store

information while it is executing. If it fails, it could be due to lack of space in
the /tmp directory. Create more space in that directory and try again.

6.2.4 Removing physical volumes

The physical volume must be unconfigured before it can be removed from the
system. The following example shows how to unconfigure a physical volume
(hdisk1) and change its state from available to defined using the rmdev
command:

rmdev -1 hdiskl

The definition of this physical volume will remain in the ODM.
6.2.5 Listing information about physical volumes

A physical volume correctly installed on the system can be assigned to a volume
group and can subsequently be used to hold file systems and logical volumes.
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The information about free physical partitions and their availability within different
sectors on the disk can be very useful. The following section will discuss using
the 1spv command to obtain such information pertinent to physical volumes.

Listing physical volumes on the system

The 1spv command executed without any flag will produce output that will identify
the physical volumes by name that are known to the system, as shown in the
following example:

# lspv

hdisk0 00615147ceb4a7ee rootvg
hdiskl 00615147a877976a rootvg
#

The 1sdev command with the -C option and -c class will also list the physical
volumes on the system along with the status of each physical volume, as shown
in the following example:

# 1sdev -C -c disk
hdisk0 Available 40-5 0

hdiskl Available 40-5 ,0 16 Bit SCSI Disk Drive
hdisk2 Available 20-6 SSA Logical Disk Drive

8-0 16 Bit SCSI Disk Drive

8-0

8-L
hdisk3 Available 20-68-L SSA Logical Disk Drive

8-L

8-L

8-L

0,
1

hdisk4 Available 20-6 SSA Logical Disk Drive
hdisk5 Available 20-6 SSA Logical Disk Drive
hdisk6 Available 20-6 SSA Logical Disk Drive
#

Listing physical volume characteristics

The following example shows the use of the 1spv command to retrieve more
detailed information about a physical volume:

# 1spv hdiskl

PHYSICAL VOLUME: hdiskl VOLUME GROUP: rootvg

PV IDENTIFIER: 00615147a877976a VG IDENTIFIER 00615147b27f2b40
PV STATE: active

STALE PARTITIONS: 0 ALLOCATABLE: yes

PP SIZE: 4 megabyte(s) LOGICAL VOLUMES: 13

TOTAL PPs: 238 (952 megabytes) VG DESCRIPTORS: 1

FREE PPs: 71 (284 megabytes)

USED PPs: 167 (668 megabytes)

FREE DISTRIBUTION: 48..02..00..00..21
USED DISTRIBUTION: 00..46..47..47..27
#

The left hand pair of columns holds information about the physical volume itself.
The right hand pair displays information concerning the volume group of which
the physical volume is a member.
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The meanings of various fields in the preceding example are:
PHYSICAL VOLUME The name of the specified physical volume.
PV IDENTIFIER The physical volume identifier (unique to the system).

PV STATE The state of the physical volume. This defines whether or
not the physical volume is available for logical
input/output operations. It can be changed using the
chpv command.

STALE PARTITIONS The number of stale partitions.

PP SIZE The size of a physical partition. This is a characteristic of
the volume group and is set only at the creation of the
volume group as an argument to the mkvg command.
The default size is 4 MB.

TOTAL PPs The total number of physical partitions, including both
free and used partitions available on the physical
volume.

FREE PPs The number of free partitions available on the physical
volume.

USED PPs The number of used partitions on the physical volume.

FREE DISTRIBUTION This field summarizes the distribution of free physical
partitions across the physical volume, according to the
sections of the physical volume on which they reside.

USED DISTRIBUTION Same as free distribution, except that it displays the
allocation of used physical partitions.

VOLUME GROUP The name of the volume group to which the physical
volume is allocated.

VG IDENTIFIER The numerical identifier of the volume group to which the
physical volume is allocated.

VG STATE State of the volume group. If the volume group is
activated with the varyonvg command, the state is either
active/complete (indicating all physical volumes are
active) or active/partial (indicating some physical
volumes are not active). If the volume group is not
activated with the varyonvg command, the state is
inactive.

ALLOCATABLE Whether the system is permitted to allocate new physical
partitions on this physical volume.

LOGICAL VOLUMES The number of the logical volumes in the volume group.
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VG DESCRIPTORS  The number of VGDAs for this volume group which
reside on this particular physical volume.

Listing logical volume allocation within a PV

The following example shows the 1spv command with the -l option to list the
physical volume hdisk1. The output shows the names of all the logical volumes
on the physical volume, the number of physical and logical partitions allocated,
the distribution across the physical volume, and the mount point, if one exists.

# 1spv -1 hdiskl

hdiskl:

LV NAME LPs PPs  DISTRIBUTION MOUNT POINT
rawlv 1 1 01..00..00..00..00 N/A

hd4 2 2 02..00..00..00..00 /
hd9var 1 1 01..00..00..00..00 /var
hd3 8 8 01..00..07..00..00 /tmp
1v06 5 5 00..05..00..00..00 /home2
1v07 13 13 00..13..00..00..00 /backfs
rawlvl 2 2 00..02..00..00..00 N/A
copied 2 2 00..02..00..00..00 N/A
newlv 1 1 00..01..00..00..00 N/A
fs1v00 1 1 00..01..00..00..00 N/A

hdé 1 1 00..01..00..00..00 N/A
mytest 1 1 00..01..00..00..00 N/A

#

Listing physical partition allocation by PV region

The example provided in Figure 6-2 on page 86 shows how to retrieve more
detailed information about the range of physical partitions allocated to a logical
volume and the region of disk used for those partitions.
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86

# lspv —p hdiskl
hdiskl:
PP RANGE STATE

1-2 used
3-19 free
20-30 used
31-3 used
32-103  used

104-143  used
144-170 used
171-173  free
174-174  used
1/75-179 free
180-184  used
185-192  used
193-195 used
196-205 used
cache

206-206 used
207-207 used
208-208  used
209-217  used
218-218 used
219-221  wused
222-222  used
223-285 used
286-286  used
287-309  used
310-412 used
413-447  used
448-515  free

# 1

REGION
outer
outer
outer
outer
outer
outer
outer
outer
outer
outer
outer
outer
outer
outer

outer
center
center
center
center
center
center
center
center
center
inner
inner
inner

edge
edge
edge
edge
edge
middle
middle
middle
middle
middle
middle
middle
middle
middle

middle

middle
edge
edge

LY NAME
hd5

hd2
hd4
hd2
paging01
hd2

hd6

paging02
hd1

1vo1l
1v02

hd2
hd8
hd4
hd2
hd9var
hd3
hdl
hd2
hd3
hd2
hd2
hd6

TYPE
boot.

ifs
jfs
ifs
paging
jfs

paging

paging
ifs
ifs
jfs

ifs
jfslog
ifs
ifs
ifs
ifs
ifs
jfs
ifs
ifs
jfs
paging

MOUNT POINT
N/A

fusr
/
fusr
N/A

fusr
N/A

N/A

/home

/var/dce
fvar/dcefadm/dfs/

fusr
N/f
/
fusr
fvar
ftmp
/home
fusr
ftmp
fusr
fusr

N/A

Figure 6-2 Status and characteristics of hdisk1 by physical partitions

The following is the description of the fields shown in Figure 6-2:

PP RANGE

STATE

REGION

LV NAME

TYPE
MOUNT POINT

The range of physical partitions for which the current row
of data applies.

Whether or not the partitions have been allocated. Value

can be either used or free.

Notional region of the disk within which the partitions are

located.

Name of the logical volume to which the partitions in
question have been allocated.

Type of file system residing on the logical volume.

Mount point of the file system, if applicable.
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Listing physical partition allocation table

To determine the degree of contiguity of data on the system in order to improve
the I/0O performance of a logical volume, you can use the 1spv command with the
-M option, as shown in Figure 6-3. You may decide to reorganize the system after
analyzing the output.

# lspv
hdisk:
hdisk:
hdisk0:
hdiskO:
hdiskO:
hdiskO:
hdisk:
hdisk:
hdisk0:
hdiskO:
hdiskO:
hdisko:
hdisk:
hdisk:
hdisk0:
hdisk0:
hdiskO:
hdisk:
hdisk:
hdiskO:
hdiskO:
hdiskO:
hdiskO:
hdisko:
hdisk:
hdisk0:
hdisk0:
hdiskO:
hdisko:
hdisk:
hdisk0:

#1

M hdisko
1-17
18
19
20
21
22-33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
19
50
51
52
53
54
55
56
57
58-81

1v03:1
1v03:2
1v03:3
1v03:4

pagingf0:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:
paging00:

PR PO RO RS = = = = b e e b e e (S 00 S O T B RO
HBWNRPSOWO~NOONAWRN PO

Figure 6-3 Physical partition allocation by disk region

The first column indicates the physical partition (if a group of contiguous
partitions are free, it will indicate a range of partitions) for a particular hard disk.
The second column indicates which logical partition of which logical volume is
associated with that physical partition.

6.2.6 Migrating the contents of a physical volume

The physical partitions belonging to one or more specified logical volumes can
be moved from one physical volume to one or more other physical volumes within
a volume group using the migratepv command.
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Note: The migratepv command cannot move data between different
volume groups, as shown in Figure 6-4.

—— —
MIGRATEPV
PV1 PV2

ROOTVG

—— D
PV1 PV2 PV3

NEWVG

Figure 6-4 migratepv does not work across volume groups

The following procedure describes how to move the data from a failing disk
before it is removed for repair or replacement.

1. Determine which disks are in the volume group. Make sure that the source
and destination physical volumes are in the same volume group. If the source
and destination physical volumes are in the same volume group, proceed to
step 3. Use the following command to check the disks in the volume group:

# 1svg -p rootvg

rootvg:
PV_NAME PV STATE  TOTAL PPs  FREE PPs  FREE DISTRIBUTION
hdisk0 active 159 0 00..00..00..00..00

2. If you are planning to migrate to a new disk, such as when you have a failing
disk, perform the following steps:

a. Make sure the disk is available by entering the following:

# 1sdev -Cc disk
hdisk0 Available 00-08-00-30 670 MB SCSI Disk Drive
hdiskl Available 00-08-00-20 857 MB SCSI Disk Drive
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b. If the disk is listed and in the available state, make sure it does not belong
to another volume group using the following command (In the following
example, hdisk1 can be used as a destination disk.):

# lspv
hdisk0 0000078752249812  rootvg
hdiskl 000000234ac56e9e  none

c. If the disk is not listed or is not available, you need to check or install the
disk.

d. Add the new disk to the volume group using the command:
extendvg VGName hdiskNumber

. Make sure that you have enough room on the target disk for the source that
you want to move.

a. Determine the number of physical partitions on the source disk by using
the following command (SourceDiskNumber will be of the form
hdiskNumber.):

1spv SourceDiskNumber | grep "USED PPs"
The output will look similar to the following:
USED PPs: 159 (636 megabytes)

In this example, you would need 159 free PPs on the destination disk to
successfully complete the migration.

b. Determine the number of free physical partitions on the destination disk or
disks using the following command for each destination disk
(DestinationDiskNumber will be of the form hdiskNumber.):

1spv DestinationDiskNumber | grep "FREE PPs"

Add the free PPs from all of the destination disks. If the sum is larger than
the number of USED PPs from step 3, you will have enough space for the
migration.

. Follow this step only if you are migrating data from a disk in the rootvg volume
group. If you are migrating data from a disk in a user-defined volume group,
proceed to step 5.

Check to see if the boot logical volume (hd5) is on the source disk:
1spv -1 SourceDiskNumber | grep hd5

If you get no output, the boot logical volume is not located on the source disk.
Continue to step 5.

If you get output similar to the following:
hd5 2 2 02..00..00..00..00 /blv
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then run the following command:

migratepv -1 hd5 SourceDiskNumber DestinationDiskNumber

Note:

» Thismigratepv command is not allowed if the volume group is varied on
in concurrent mode.

» The migratepv command cannot migrate striped logical volumes. To
move data from one physical volume to another, use the cplv command
to copy the data and then use the rmlv command to remove the old
copy.

» You must either have root user authority or be a member of the system
group to execute the migratepv command.

Next, you will get a message warning you to perform the bosboot command
on the destination disk.

Note: When the boot logical volume is migrated from a physical volume,
the boot record on the source should be cleared. Failure to clear this
record may result in a system hang. When you execute the boshoot
command, you must also execute mkboot -c. At the time of publication,
the mkboot command is currently unsupported (but works); however,
using another command, such as dd, is not advisable, because it could
cause a loss of data if used incorrectly.

Execute the mkboot -c command to clear the boot record on the source. Do
the following on pre-AlX Version 4.2 systems:

bosboot -a -d /dev/DestinationDiskNumber
then:

bootlist -m normal DestinationDiskNumber
then:

mkboot -c -d /dev/SourceDiskNumber

5. Executing the SMIT fast path command smitty migratepv to migrate the data
will show a screen similar to Figure 6-5 on page 91.
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Move Contents of a Physical V¥olume

Type or select values in entry fields.

Press Enter AFTER making all desired changes.

# SOURCE physical wolume name
# DESTINATION physical volumes

Move only data belonging to thisg

LOGICAL YOLUME?

Fl=Help F2=Refresh
F5=Reset F6=Command
F9=Shell F10=Exit

LEntry Fields]
hdiskl

L 1
L

F3=Cancel F4=list
F7=Edit F8=Image
Enter=Do

Figure 6-5 smitty migratepv command

6.

9.

List the physical volumes (PF4), and select the source physical volume you
examined previously.

Go to the DESTINATION physical volume field. If you accept the default, all
the physical volumes in the volume group are available for the transfer.
Otherwise, select one or more disks with adequate space for the partitions
you will be moving (from step 4).

If you wish, go to the Move only data belonging to this LOGICAL VOLUME
field, and list and select a logical volume. You will move only the physical
partitions allocated to the logical volume specified that are located on the
physical volume selected as the source physical volume.

Press Enter to move the physical partitions.

10.To remove the source disk from the volume group, such as when it is failing,

enter the following command:

reducevg VGNname SourceDiskNumber

11.To physically remove the source disk from the system, such as when it is

failing, enter the following command:

rmdev -1 SourceDiskNumber -d
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A few more examples of using the migratepv command are:

» Use the following command to move physical partitions from hdisk1 to hdisk6
and hdisk7; all physical volumes are in one volume group:

migratepv hdiskl hdisk6 hdisk7

» Use the following command to move physical partitions in logical volume Iv02
from hdisk1 to hdisk6:

migratepv -1 1v02 hdiskl hdisk6

6.3 Managing volume groups

This section discusses the functions that can be performed on volume groups. As
with physical volumes, volume groups can be created and removed, and their
characteristics can be modified. Additional functions, such as activating and
deactivating volume groups, can also be performed.

6.3.1 Adding a volume group

Before a new volume group can be added to the system, one or more physical
volumes, not used in other volume groups and in an available state, must exist on
the system.

It is important to decide upon certain information, such as the volume group
name and the physical volumes to use, prior to adding a volume group.

New volume groups can be added to the system by using the mkvg command or
by using SMIT. Of all the characteristics set at creation time of the volume group,
the following are essentially the most important:

» Volume group names shall be unique on the system.

» Names of all physical volumes to be used in the new volume group.

» Maximum number of physical volumes that can exist in the volume group.

» Physical partition size for the volume group.

» Flag to activate the volume group automatically at each system restart.
The following example shows the use of the mkvg command to create a volume
group, myvg, using the physical volumes hdisk1 and hdisk5, with a physical

partition size of 8 MB. The volume group is limited to a maximum of 10 physical
volumes. Use the command:

mkvg -y myvg -d 10 -s 8 hdiskl hdisk5
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Alternatively, you can use the SMIT fast path smitty mkvg to obtain the screen
shown in Figure 6-6 and enter the characteristics of the volume group to be
created in the fields.

Add a Yolume Group
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
b
Physical partition SIZE in megabytes 4 +
# PHYSICAL YOLUME names [1 +
Activate volume group AUTOMATICALLY yes +
at system restart?
Yolume Group MAJOR NUMBER [1 +it
Create ¥G Concurrent Capable? no +
Auto-varyon in Concurrent Hode? no +
F1=Help F2=Refresh F3=Cancel Fd4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=5hell F10=Exit Enter=Do

Figure 6-6 smitty mkvg command

The smitty mkvg command will automatically activate the volume group by
calling the varyonvg command. Moreover, the SMIT command limits the following
functions, as compared to the command line.

» It does not provide the -d flag to set the maximum number of physical
volumes. It uses a default value of 32.

» It does not provide the -m flag to set the maximum size of the physical
volume. This flag will determine how many physical partitions are used. It
uses a default value of 1016 partitions.

» It always uses the -f flag to force creation of the volume group.

Note: For a new volume group to be successfully added to the system
using the mkvg command, the root file system should have about 2 MB of
free space. Check this using the df command. This free space is required
because a file is written in the directory /etc/vg each time a new volume
group is added.
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6.3.2 Modifying volume group characteristics

The following sections discuss the tasks required to modify a volume group’s
characteristics.

Modifying volume group activation characteristics
The following command allows the volume group, newvg, to be varied on
automatically each time a system is restarted:

chvg -ay newvg

The following command will turn off the automatic varying on of a volume group
at the system restart:

chvg -an newvg

Unlocking a volume group

A volume group can become locked when an LVM command terminates
abnormally due to a system crash while an LVM operation was being performed
on the system.

In AIX Version 4, it is now also possible to unlock a volume group. The following
example shows the command to unlock the newvg volume group:

chvg -u newvg

Adding a physical volume

It may be necessary to increase the free space available in a volume group so
that existing file systems and logical volumes within the volume group can be
extended, or new ones can be added. To do this requires additional physical
volumes be made available within the volume group.

It is possible to add physical volumes to a volume group, up to the maximum
specified at creation time. A physical volume can be added using the extendvg
command. The following example shows the command to add the physical
volume, hdisk3, to volume group newvg:

extendvg newvg hdisk3
Note: The extendvg command will fail if the physical volume being added
already belongs to a varied on volume group on the current system. Also, if the

physical volume being added belongs to a volume group that is currently not
varied on, the user will be asked to confirm whether or not to continue.

Alternatively, you can use the SMIT fast path command smitty vgsc and select
the option Add a Physical Volume to a Volume Group.
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Removing a physical volume

The volume group must be varied on before it can be reduced. The following
example shows how to remove a physical volume, hdisk3, from a volume group,
myvg:

reducevg myvg hdisk3

Alternatively, you can use the SMIT fast path command smitty reducevg to
remove a physical volume from a volume group.

Note: The reducevg command provides the -d and -f flags.

» The -d flag can be risky because it automatically deletes all logical volume
data on the physical volume before removing the physical volume from the
volume group. If a logical volume spans multiple physical volumes, the
removal of any of those physical volumes may jeopardize the integrity of
the entire logical volume.

» The -f flag makes the -d flag even more risky by suppressing interaction
with a user requesting confirmation that the logical volume should be
deleted.

If the logical volumes on the physical volume specified to be removed also span
other physical volumes in the volume group, the removal operation may destroy
the integrity of those logical volumes, regardless of the physical volume on which
they reside.

When you remove all physical volumes in a volume group, the volume group itself
is also removed.

Removing a physical volume reference

Sometimes a disk is removed from the system without first running reducevg
VolumeGroup PhysicalVolume. The VGDA still has the removed disk’s reference,
but the physical volume name no longer exists or has been reassigned. To
remove references to the disk which has been removed, you can still use the
reducevg command using the PVID of the physical volume removed. The
following command will remove the reference of a physical volume (with PVID of
000005265ac63976) from the volume group newvg:

reducevg newvg 000005265ac63976
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Resynchronizing the device configuration database

During normal operations, the device configuration database of the ODM
remains consistent with the LVM information in the logical volume control blocks
and the VGDAs on the physical volumes. If, for some reason, the device
configuration database is not consistent with LVM information, the sync1vodm
command can be used to resynchronize the database. The volume group must
be active for the resynchronization to occur. If logical volume names are
specified, only the information related to those logical volumes is updated.

To synchronize the device configuration database with the LVM information for
rootvg, enter the following:

synclvodm rootvg

6.3.3 Importing and exporting a volume group

There may be times when a volume group needs to be moved from one RS/6000
or IBM @server pSeries system to another, so that logical volume and file
system data in the volume group can be accessed directly on the target system.

To remove the system definition of a volume group from the ODM database, the
volume group needs to be exported using the exportvg command. This
command will not remove any user data in the volume group, but will only remove
its definition from the ODM database.

Similarly, when a volume group is moved, the target system needs to add the
definition of the new volume group. This can be achieved by importing the
volume group using the importvg command, which will add an entry to the ODM
database.

The following example shows the export of a volume group myvg:

exportvg myvg

And the following example shows the import of a volume group myvg:

importvg -y myvg hdiskl12

You can also use SMIT fast path commands smitty exportvg or smitty
importvg to export or import a volume group.

If the specified volume group name is already in use, the importvg command will
fail with an appropriate error message, since duplicate volume group names are
not allowed. In this instance, the command can be rerun with a unique volume
group name specified, or it can be rerun without the -y flag or the volume group
name, which gives the imported volume group a unique system default name.
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It is also possible that some logical volume names may also conflict with those
already on the system. The importvg command will automatically reassign these
with system default names. The important thing to remember when moving
volume groups from system to system is that the exportvg command is always
run on the source system prior to importing the volume group to the target
system. Consider that a volume group is imported on system Y without actually
performing an exportvg on system X. If system Y makes a change to the volume
group, such as removing a physical volume from the volume group, and the
volume group is imported back onto system X, the ODM database on system X
will not be consistent with the changed information for this volume group.

It is, however, worth noting that a volume group can be moved to another system
without first being exported on the source system.

Note:

» The importvg command changes the name of an imported logical volume
if there currently is a logical volume with the same name already on the
system. An error message is printed to standard error if an imported logical
volume is renamed. The importvg command also creates file mount points
and entries in /etc/filesystems if possible (if there are no conflicts).

» A volume group that has a paging space volume on it cannot be exported
while the paging space is active. Before exporting a volume group with an
active paging space, ensure that the paging space is not activated
automatically at system initialization by running the following command:

chps -a n paging_space_name
» Then, reboot the system so that the paging space is inactive.
» If you do not activate the volume group through smitty importvg, you must

run the varyonvg command to enable access to the file systems and logical
volumes after every reboot.

» If you imported a volume group that contains file systems, or if you
activated the volume group through smitty importvg, it is highly
recommended that you run the fsck command before you mount the file
systems. If you are moving the volume group to another system, be sure to
unconfigure the disks before moving them.

» The smitty exportvg command deletes references to file systems in
/etc/filesystems, but it leaves the mount points on the system.
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6.3.4 Varying on and varying off a volume group

98

Once a volume group exists, it can be made available for use for system
administrative activities using the varyonvg command. This process involves the
following steps.

1.
2.

Each VGDA on each physical volume in a volume group is read.

The header and trailer time stamps within each VGDA are read. These time
stamps must match for a VGDA to be valid.

If a majority of VGDAs (called the quorum) are valid, then the vary on process
proceeds. If they are not, then the vary on fails.

. The system will take the most recent VGDA (the one with the latest time

stamp) and write it over all other VGDASs so they match.

The syncvg command is run to resynchronize any stale partition present (in
the case where mirroring is in use).

The varyonvg command has the following options that can be used to overcome
damage to the volume group structure or give status information.

>

The -f flag can be used to force a volume group to be varied on even when
inconsistencies are detected. These inconsistencies are generally differences
between the configuration data for each volume group held in the ODM
database and VGDA.

The -n flag will suppress the invocation of the syncvg command at vary on
time. When a volume group is varied on, and stale partitions are detected, the
vary on process will invoke the syncvg command to synchronize the stale
partitions. This option is of value when you wish to carefully recover a volume
group and you want to ensure that you do not accidentally write bad mirrored
copies of data over good copies.

The -s flag allows a volume group to be varied on in maintenance or systems
management mode. Logical volume commands can operate on the volume
group, but no logical volume can be opened for input or output.

The following example shows the command to activate a volume group, newvg.

varyonvg newvg

You can also use SMIT fast path command smitty varyonvg to obtain the screen
shown in Figure 6-7 on page 99 and enter the name of volume group to be varied
on along with all the options.
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Nctivate a Yolume Group

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

LEntry Fieldsl]

" b :
RESYNCHRONIZE stale physical partitions? yes +
fictivate volume group in SYSTEM no +

MANAGEMENT mode?
FORCE activation of the volume group? no +
Warning——this may cause loss of data
integrity.
Yaryon ¥G in Concurrent Mode? no +

F1-Help F2=-Refresh F3=Cancel F4-List
F5-Reset F6=Command F/-Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 6-7 smitty varyonvg command

The varyoffvg command will deactivate a volume group and its associated
logical volumes. This requires that the logical volumes be closed, which requires
that file systems associated with logical volumes be unmounted. The varyoffvg
also allows the use of the -s flag to move the volume group from being active to
being in maintenance or systems management mode.

Note: In AIX Version 4 and later, when a volume group is imported it is
automatically varied on, whereas in AlX Version 3, the volume group has to
be varied on separately.

The following example shows the command to deactivate a volume group, myvg:
varyoffvg myvg

You can also use SMIT fast path command smitty varyoffvg, which will show a
screen similar to Figure 6-8 on page 100. You can enter the name of volume

group to be varied off and you can also put the volume group in system
management mode.
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Deactivate a Yolume Group

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

LlYOLUME GROUP name L +
Put volume group in SYSTEM no +

MANAGEMENT mode?

F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7-Edit F8-Image
F9=5hell F10=Exit Enter=Do

Figure 6-8 smitty varyoffvg command

6.3.5 Monitoring volume groups

The 1svg command interrogates the ODM database for all volume groups
currently known to the system. The following are a few examples showing the
use of the 1svg command to monitor volume groups.

Listing the volume groups

The following example shows the use of the 1svg command without any flag to
list all the volume groups known to the system:

# 1svg

rootvg
altinst_rootvg
datavg

testvg

#

The following example shows how to list the volume groups that are currently
active (varied on):

# 1svg -0
testvg
datavg
rootvg
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Listing the characteristics of a volume group
Figure 6-9 shows the command to list detailed information and status about

volume group characteristics.

# lsvg rootvg

YOLUME GROUP:  rootvg
Y¥G STATE: active
¥G PERMISSTON: read/write
MAX L¥s: 256
L¥s: 14
OPEN LV¥s: 13
TOTAL PYs: 2
STALE P¥s: 0
ACTIYE PY¥s: 2

MAX PPs per PY: 1016

+ 1

¥G IDENTIFIER:
PP SIZE:

TOTAL PPs:
FREE PPs:

USED PPs:

QUORUM:

¥G DESCRIPTORS:
STALE PPs:

AUTO ON:

HAX PYs:

00615151e5394126

4 megabyte(s)

596 (2384 megabytes)
146 (584 megabytes)
450 (1800 megabytes)
2

3

0

yes

32

Figure 6-9 Isvg rootvg command

Listing the logical volumes in a volume group

Figure 6-10 shows the command used to display the names, characteristics, and
status of all the logical volumes in volume group rootvg.

# lsvg -1 rootvg
rootvg:

LY NAME

hd1
paging00
paging0l
1v01
1v02
1v03
paging02
#

TYPE
boot
paging
jfslog
ijfs
jfs
jfs
jfs
jfs
paging
paging
jfs
jfs
ijfs
paging

-
1]

R e e e e e e e e e D

LY STATE MOUNT POINT
closed/syncd N/A

open/syncd N/A

open/syncd N/A

open/syncd /

open/syncd /usr

open/syncd /var

open/syncd /tmp

open/syncd /home
open/syncd N/A

open/syncd N/A

open/syncd /var/dce
open/syncd /var/dce/adm/df
open/syncd /usr/vice/cache
open/syncd N/A

s/c

Figure 6-10 Isvg -l rootvg command

List the physical volume status within a volume group
Figure 6-11 on page 102 shows the use of the 1svg command with the -p flag to
display a list of physical volumes contained in a volume group, as well as some
status information, including physical partition allocation. This form of the 1svg
command is useful for summarizing the concentrations of free space on the

system.
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# lsvg —p rootvg

rootvg:

PY_NAME PY STATE TOTAL PPs  FREE PPs FREE DISTRIBUTION
hdiskl active 515 93 17..08..00..00..68
hdisko active 81 53 17..12..00..08..16
#

Figure 6-11 Isvg -p vgname command

Following is the description of the various fields shown in the preceding example.

PV_NAME The name of the physical volume.

PV STATE Whether or not this physical volume is active.

TOTAL PPs The total number of physical partitions on this physical
volume.

FREE PPs The total number of unused physical partitions on this

physical volume.

FREE DISTRIBUTION The location of the free physical partitions on the
physical volumes. There are five columns, one for each
disk region, in the following order: Outside edge, Outside
middle, Center, Inside middle, Inside edge.

6.3.6 Reorganizing a volume group
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The reorgvg command is used to reorganize the physical partition allocation for
a volume group according to the allocation characteristics of each logical volume.

The following is the syntax of the reorgvg command:

reorgvg [ -i ] VolumeGroup [ LogicalVolume ... ]

The volume group must be varied on and must have free partitions before you
can use the reorgvg command. The relocatable flag of each logical volume must

be set to y using the chlv -r command for the reorganization to take effect;
otherwise, the logical volume is ignored.
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Note:

1

. The reorgvg command does not reorganize the placement of allocated

physical partitions for any striped logical volumes.

At least one free physical partition must exist on the specified volume
group for the reorgvg command to run successfully.

In AIX Version 4.2 or later, if you enter the reorgvg command with the
volume group name and no other arguments, it will only reorganize the
first logical volume in the volume group. The first logical volume is the
one listed by the 1svg -1 VolumeName command.

You can also use the SMIT fast path command smitty reorgvg to do the same
task. Table 6-2 provides details on the flags for the reorgvg command.

Table 6-2 reorgvg command flags

Flag Description

Specifies physical volume names read from standard input. Only the
partitions on these physical volumes are organized.

»

The following command reorganizes the logical volumes Iv03, Iv04, and Iv07
on volume group vgo02:

reorgvg vg02 1v03 1v04 1vO07
Only the listed logical volumes are reorganized on vg02.

The following example shows how to reorganize the partitions located on
physical volumes hdisk4 and hdisk6 that belong to logical volumes Iv203 and
Iv205:

echo "hdisk4 hdisk6" | reorgvg -i vg02 1v203 1v205

Only the partitions located on physical volumes hdisk4 and hdisk6 of volume
group vg02, which belong to logical volumes Iv203 and Iv205, are
reorganized.

6.3.7 Synchronizing a volume group

The syncvg command is used to synchronize logical volume copies that are not
current (stale).

The following is the syntax of the syncvg command:
syncvg [ -f1 [ -i]1 [ -H] [ -P NumParalleiLps ] { -1 | -p | -v } Name ...
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The syncvg command synchronizes the physical partitions, which are copies of
the original physical partition that are not current. The syncvg command can be
used with logical volumes, physical volumes, or volume groups, with the Name
parameter representing the logical volume name, physical volume name, or
volume group name. The synchronization process can be time consuming,
depending on the hardware characteristics and the amount of data.

When the -f flag is used, an uncorrupted physical copy is chosen and propagated
to all other copies of the logical partition, whether or not they are stale.

Unless disabled, the copies within a volume group are synchronized
automatically when the volume group is activated by the varyonvg command.
The commonly used flags of the syncvg command are shown in Table 6-3.

Table 6-3 Key flags for the syncvg command

Flag Description

-p Specifies that the Name parameter represents a physical
volume device name.

-V Specifies that the Name parameter represents a volume
group device name.

The following examples show the use of the syncvg command:

» To synchronize the copies on physical volumes hdisk4 and hdisk5, execute
the following command:

syncvg -p hdisk4 hdiskb

» To synchronize the copies on volume groups vg04 and vg05, execute the
following command:

syncvg -v vg04 vg05

6.3.8 Moving a logical volume within a volume group

This section describes how to move a logical volume from one disk onto another
disk. A problem faced is that the target disk already belongs to a volume group.

To migrate the information from the physical volume hdisk4 to the physical
volume hdisk3, enter:

# migratepv hdisk4 hdisk3
0516-806 migratepv: Destination physical volume hdisk3 belongs
to wrong volume group.

# lspv

hdisk0 000919746edab91f rootvg
hdiskl 0009197459d92f2e None
hdisk2 00091974d381d097 uservg
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hdisk3 00091974d81ff431 newvg
hdisk4 00091974de731316 uservg
hdiskb 00091974e4f3d56e None

The easiest option is to move hdisk4 to hdisk1. Since hdisk1 is not part of a
volume group, you must add it to the volume group:

extendvg uservg hdiskl

The command for this is:
migratepv hdisk4 hdiskl
The other option is to delete the volume group newvg. Any file systems

associated with newvg and any logical volumes associated with newvg must be
removed.

List the file system information and look for the newlv logical volume. Notice it is
mounted on /ul:

# 1sfs

Name Nodename  Mount Pt VFS  Size Options Auto
Accounting

/dev/hd4 -- / jfs 32768 -- yes
no

/dev/hd1 -- /home jfs 3276800 -- yes
no

/dev/hd2 -- /usr jfs 4702208 -- yes
no

/dev/hd9var -- /var jfs 16384 -- yes
no

/dev/hd3 -- /tmp jfs 32768 -- yes
no

/dev/userlv -- /u jfs 3276800 rw yes
no

/dev/newlv -- Jul jfs 3276800 rw yes
no

List the volume group to find the logical volume information. Notice the newlv and
loglv01 LV names:

# 1svg -1 newvg

newvg:
LV NAME TYPE LPs PPs PVs LV STATE MOUNT POINT
newlv jfs 200 200 1 open/syncd /ul
loglv0l jfslog 1 1 1 open/syncd N/A
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List the mount information to check if newlv is mounted. Notice that /ul is

mounted:
# mount
node mounted mounted over vfs date options

/dev/hd4 / jfs Nov 16 18:45 rw,log=/dev/hd8
/dev/hd2 Jusr jfs Nov 16 18:45 rw,log=/dev/hd8
/dev/hd9var /var jfs Nov 16 18:45 rw,log=/dev/hd8
/dev/hd3 /tmp jfs Nov 16 18:45 rw,log=/dev/hd8
/dev/hdl /home jfs Nov 16 18:46 rw,log=/dev/hd8
/dev/userlv Ju jfs Nov 17 14:12

rw,1og=/dev/1og1v00
/dev/newlv Jul jfs Nov 17 14:13

rw,log=/dev/log1v01l

To unmount the /dev/newlv logical volume, enter:

umount /dev/newlv

Type mount to check if /dev/newlv has ben unmounted. If successful, type:
smitty Tvm

At the Logical Volume Manager menu, select Logical Volumes, as displayed in
Figure 6-12.

Logical Yolume Manager
Move cursor to desired item and press Enter.

Yolume Groups

Logical Yolumes

Physical Yolumes
Paging Space

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10-Exit Enter=Do

Figure 6-12 Logical Volume Manager menu
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From the Logical Volumes Menu, select Remove a Logical Volume, as displayed
in Figure 6-13.

Logical Yolumes
Move cursor to desired item and press Enter.

List All Logical Yolumes by Yolume Group
Add a Logical Yolume

Set Characteristic of a Logical Yolume
Show Characteristics of a Logical Yolume

Remove a Logical Yolume

Copy a Logical Yolume

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 6-13 Logical Volumes menu

From the Remove a Logical Volume menu, enter the logical volume name you
want removed, as displayed in Figure 6-14 on page 108.
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Remove a Logical Yolume
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
LOGICAL YOLUME name [BYlew L v +
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 6-14 Remove a Logical Volume menu

Figure 6-15 shows the confirmation screen to continue. Press Enter to continue.

Remove a Logical Yolume

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]
LOGICAL VYOLUME name incul v +

ARE YOU SURE?

Continuing may delete information you may want
to keep. This is your last chance to stop
before continuing.

Press Enter to continue.

Press Cancel to return to the application.

[ |
F1| F1=Help F2=Refresh F3=Cancel
F5| F8=Image F10=Exit Enter=Do
F9

Figure 6-15 Remove a Logical Volume - confirmation screen
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Once completed, the system will display the command status, as in Figure 6-16.

COMMAND STATUS
Command : [i[{ stdout: yes stderr: no
Betore command completion., additional instructions may appear below.

finlv: Logical volume newlv is removed.

F1=Help F2=Refresh F3=Cancel F6=Command
F8=Image F9=Shell F10=Exit /=Find
n=Find Next

Figure 6-16 Remove a Logical Volume - Command Status screen

Once the Logical Volume has been removed, the Volume Group must be
removed. Press F3 until you get to the Logical Volume Manager menu, then
select Volume Groups, as displayed in Figure 6-17.

Logical ¥olume Manager

Move cursor to desired item and press Enter.

Yolume Groups]

Logical Yolumes
Physical Yolumes
Paging Space

F1=Help F2=Refresh F3=Cancel F8=Image
F9=5Shell F10=Exit Enter=Do

Figure 6-17 Logical Volume Manager menu
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In the Volume Groups menu, select Remove a Volume Group, as displayed in
Figure 6-18.

Yolume Groups
Move cursor to desired item and press Enter.

List N1l Yolume Groups

Ndd a Yolume Group

Set Characteristics of a Yolume Group
List Contents of a Yolume Group
fictivate a Yolume Group

Deactivate a Yolume Group

Import a Yolume Group

Export a Yolume Group

Mirror a Yolume Group

Unmirror a Yolume Group

Synchronize LYM Mirrors

Back Up a Yolume Group

Remake a Yolume Group

List Files in a Yolume Group Backup
Restore Files in a Yolume Group Backup

Fi1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 6-18 Volume Groups menu

From the Remove a Volume Group menu, select the VOLUME GROUP name to
be removed, as displayed in Figure 6-19.

Remove a Yolume Group
Type or select a value for the entry field.
Press Enter AFTER making all desired changes.

[Entry Fields]

LllYOLUME GROUP name] Wycuvell +
F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=5Shell F10=Exit Enter=Do

Figure 6-19 Remove a Volume Group menu
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After a selection has been entered for the Volume Group to remove, a

confirmation screen is displayed, as in Figure 6-20. Press Enter to continue.

Remove a Yolume Group

Type or select a value for the entry field.
Press Enter AFTER making all desired changes.

[Entry Fields]
LlYOLUME GROUP name linhewyoll +

ARE YOU SURE?

Continuing may delete information you may want
to keep. This is your last chance to stop
before continuing.

Press Enter to continue.

Press Cancel to return to the application.

||
F1| Fl=Help F2=Refresh F3=Cancel
F5| F8=Image F10=Exit Enter=Do
F9

Figure 6-20 Remove a Volume Group - confirmation screen

Figure 6-21 on page 112 is the COMMAND STATUS screen confirming a
successful removal of the Volume Group.
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COMMAND STATUS
Command: stdout: yes stderr: no
Before command completion. additional instructions may appear below.

fimlv: Logical volume loglv0l is removed.
ldeletepv: Yolume Group deleted since it contains no physical volumes.

F1=Help F2=Refresh F3=Cancel F6=Command
F8=Image F9=Shell F10=Exit /=Find
n=Find Next

Figure 6-21 Remove a Volume Group - Command Status screen
Press F10 to exit to the command prompt.

To check the status of your Physical Volumes, enter:

# lspv

hdisk0 000919746edab91f rootvg
hdiskl 0009197459d92f2e None
hdisk2 00091974d381d097 uservg
hdisk3 00091974d81ff431 None
hdisk4 00091974de731316 uservg
hdisk5 00091974e4f3d56e None

To add the physical volume hdisk3 to the volume group uservg, enter:

smitty vg

From the Volume Groups menu, select the Set Characteristics of a Volume
Group option, as displayed in Figure 6-22 on page 113.
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Yolume Groups
Move cursor to desired item and press Enter.

List All Yolume Groups

fidd a Yolume Group

List Contents of a Yolume Group
Remove a ¥olume Group

Activate a Yolume Group

Deactivate a Yolume Group

Import a Yolume Group

Export a Yolume Group

Mirror a Yolume Group

Unmirror a Yolume Group

Synchronize LYM Mirrors

Back Up a Yolume Group

Remake a ¥olume Group

List Files in a Volume Group Backup
Restore Files in a Yolume Group Backup

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 6-22 Volume Groups menu

From the Set Characteristics of a Volume Group menu, select the Add a Physical
Volume to a Volume Group option, as displayed in Figure 6-23.

Set Characteristics of a Yolume Group
Move cursor to desired item and press Enter.

Change a Yolume Group

Add a Physical Yolume to a Yolume Group|

Remove a Physical Yolume from a Yolume Group
Reorganize a Yolume Group

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 6-23 Set Characteristics of a Volume Group menu
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In the Add a Physical Volume to a Volume Group field, enter the VOLUME
GROUP name and the PHYSICAL VOLUME names, as displayed in Figure 6-24.

fidd a Physical Yolume to a Yolume Group
Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

#* YOLUME GROUP name Muservgll +
LPHYSICAL YOLUME names lydisk3fl +
F1=Help F2=Refresh F3=Cancel Fd=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 6-24 Add a Physical Volume to a Volume Group menu

Figure 6-25 displays the confirmation screen in the Add a Physical Volume to a
Volume Group menu. Press Enter to continue.

Add a Physical Yolume to a Yolume Group

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

# YOLUME GROUP name Muservgll +
LlIPHYSICAL YOLUME names) [hdisk3)] +

ARE YOU SURE?

Continuing may delete information you may want
to keep. This is your last chance to stop
before continuing.

Press Enter to continue.

Press Cancel to return to the application.

F1| Fl1-Help F2-Refresh F3-Cancel
F5( F8=Image F10=Exit Enter=Do
F9

Figure 6-25 Add a Physical Volume to a Volume Group - confirmation screen

114  IBM @server Certification Study Guide - pSeries AIX System Support



Once the command has completed, you will see Command: OK, as displayed in
Figure 6-26.

COMMAND STATUS
Command : [{ stdout: no stderr: no
Before command completion, additional instructions may appear below.
1
F1=Help F2=Refresh F3=Cancel FB=Command
F8=Image F9=Shell F10=Exit /=Find
n=Find Next

Figure 6-26 Add a Physical Volume to a Volume Group - Command Status

Press F10 to exit to the command prompt. At the command prompt, check the
status of your Physical Volume.

Enter:

# lspv

hdisk0 000919746edab91f rootvg
hdiskl 0009197459d92f2e None
hdisk2 00091974d381d097 uservg
hdisk3 00091974d81ff431 uservg
hdisk4 00091974de731316 uservg
hdiskb 00091974e4f3d56e None

To move the information from hdisk4 to hdisk3, enter:
migratepv hdisk4 hdisk3

To remove hdisk4 from the volume group uservg, enter:

# reducevg uservg hdisk4

# lspv

hdisk0 000919746edab91f rootvg
hdiskl 0009197459d92f2e None
hdisk2 00091974d381d097 uservg
hdisk3 00091974d81ff431 uservg
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hdisk4
hdisk5

00091974de731316
00091974e4f3d56e

None
None

6.3.9 Extending a volume group to a defined physical volume

In this section, there exists a volume group called uservg on hdisk2. You are
going to install a new disk and try to extend a uservg to use that drive.

List the volume groups to check what is available:

# Tsvg
rootvg
uservg
newvg

List the disk devices on your system by entering:

# 1sdev -Cc disk

hdisk0 Available 40-58-
hdiskl Available 40-58-
hdisk2 Available 20-68-
hdisk3 Available 20-68-

0,
1

H

00-
00-
L
L

0
0

16 Bit SCSI Disk Drive
16 Bit SCSI Disk Drive
SSA Logical Disk Drive
SSA Logical Disk Drive

Shut the system down and install the new device, boot the machine, log in as
root, and then enter the following:

# 1sdev -Cc disk
hdisk0 Available 40-5
hdiskl Available 40-5

8-00-0,
8-00-1
hdisk2 Available 20-68-L
8-L
8-L

0-
O's
hdisk3 Available 20-6

hdisk4 Defined 20-6

0
0

16 Bit SCSI Disk Drive
16 Bit SCSI Disk Drive
SSA Logical Disk Drive
SSA Logical Disk Drive
SSA Logical Disk Drive

To check the volume group uservg, enter:

# 1svg uservg

VOLUME GROUP: uservg

VG STATE: active

VG PERMISSION: read/write
MAX LVs: 256

LVs: 2

OPEN LVs: 2

TOTAL PVs: 1

STALE PVs: 0

ACTIVE PVs: 1

MAX PPs per PV: 1016

VG IDENTIFIER: 000919742f85e776

PP SIZE: 8 megabyte(s)
TOTAL PPs: 537 (4296 megabytes)
FREE PPs: 336 (2688 megabytes)
USED PPs: 201 (1608 megabytes)

QUORUM: 2

VG DESCRIPTORS: 2

STALE PPs: 0

AUTO ON: yes

MAX PVs: 32

To extend the volume group uservg, enter the following:

smitty vg
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Select the Set Characteristics of a Volume Group option from the Volume Groups
menu, as displayed in Figure 6-27.

Yolume Groups
Move cursor to desired item and press Enter.

List All Yolume Groups

Add a Yolume Group

List Contents of a Yolume Group
Remove a Yolume Group

Activate a Yolume Group

Deactivate a Yolume Group

Import a Yolume Group

Export a Yolume Group

Mirror a Yolume Group

Unmirror a Yolume Group

Synchronize LY¥YM Mirrors

Back Up a Volume Group

Remake a Yolume Group

List Files in a Yolume Group Backup
Restore Files in a Yolume Group Backup

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 6-27 Volume Groups menu

Select the Add a Physical Volume to a Volume Group option in the Set
Characteristics of a volume group, menu as displayed in Figure 6-28 on
page 118.
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Set Characteristics of a Yolume Group
Move cursor to desired item and press Enter.

Change a Yolume Group

Add a Physical Yolume to a Yolume Group

Remove a Physical Yolume from a Yolume Group
Reorganize a Yolume Group

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 6-28 Set Characteristics of a Volume Group menu

From the Add a Physical Volume to a Volume Group menu, insert the Volume
Group name and the Physical Volume names, as displayed in Figure 6-29.

Add a Physical Yolume to a Yolume Group
Type or select wvalues in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

# YOLUME GROUP name [uservgll +
L@PHYSICAL YOLUME names [lhdiskd] +
F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 6-29 Add a Physical Volume to a Volume Group menu
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Once the Volume Group and Physical Volume information has been entered, the
system will display a confirmation message, as displayed in Figure 6-30.

Add a Physical Yolume to a Yolume Group

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

# YOLUME GROUP name [luservgll +
LEIPHYSTICAL YOLUME names) [hdisk4fl +

ARE YOU SURE?

Continuing may delete information you may want
to keep. This is your last chance to stop
before continuing.

Press Enter to continue.

Press Cancel to return to the application.

||
F1| Fl=Help F2=Refresh F3=Cancel
F5( F8=Image F10=Exit Enter=Do
F9

Figure 6-30 Add a Physical Volume to a Volume Group - confirmation screen

Figure 6-31 on page 120 shows the screen for the failed operation. The reason
for the failure is that the disk is defined but not available.

Chapter 6. Storage management, LVM, and file systems 119



COMMAND STATUS
Command: stdout: yes stderr: no

Before command completion. additional instructions may appear below.

516-024 hdisk4: Unable to open physical volume.
Either PY was not configured or could not be opened. Run
diagnostics.

0516-792 extendvg: Unable to extend volume group.

F1=Help F2=Refresh F3=Cancel F6=Command
F8=Image F9=Shell F10=Exit /=Find
n=Find Next

Figure 6-31 Add a Physical Volume to a Volume Group - Command Status

Press F10 to exit SMIT and then type the following:

# mkdev -1 *hdisk4’

hdisk4 Available

The device hdisk4 is now available for the system to create a volume group on.

Go back into the SMIT Volume Group Menu and enter:
smitty vg

Select the Set Characteristics of a Volume Group, as displayed in Figure 6-27 on
page 117.

Select the Add a Physical Volume to a Volume Group, as displayed in
Figure 6-28 on page 118.

Enter the Volume Group name and the Physical Volume names, as displayed in
Figure 6-29 on page 118. At the confirmation window, press Enter to continue, as
displayed in Figure 6-30 on page 119.

Once the process is complete, the Command Status screen will display OK for
the successful completion of the command, as shown in Figure 6-32 on
page 121.
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Command: [IJ stdout :
1

F1=Help F2=Refresh
F8=Image F9=Shell
n=Find Next

COMMAND STATUS

no stderr: no

Before command completion. additional instructions may appear below.

F6=Command
/=Find

F3=Cancel
F10=Exit

Figure 6-32 Add a Physical Volume to a Volume Group - Command Status

To check the volume group named uservg, enter:

# 1svg uservg
VOLUME GROUP:
VG STATE:
VG PERMISSION:
MAX LVs: 256
LLVs: 2
OPEN LVs: 2
TOTAL PVs: 2
2
2
1

uservg
active

STALE PVs:
ACTIVE PVs:

MAX PPs per PV: 1016

read/write

VG IDENTIFIER: 000919742f85e776

PP SIZE: 8 megabyte(s)

TOTAL PPs: 1074 (8592 megabytes)
FREE PPs: 873 (6984 megabytes
USED PPs: 201 (1608 megabytes)
QUORUM: 2
VG DESCRIPTORS: 3
STALE PPs: 0
AUTO ON: yes
MAX PVs: 32

6.4 Managing logical volumes

Physical volumes and volume groups are normally not addressed directly by
users and applications to access data, and they cannot be manipulated to

provide disk space for use by users and applications. However, logical volumes
provide the mechanism to make disk space available for use, giving users and
applications the ability to access data stored on them.
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When you create a logical volume, you specify the number of logical partitions for
the logical volume. A logical partition maps to one, two, or three physical
partitions, depending on the number of copies of your data you want to maintain.
For example, you can specify a logical volume to be mirrored and have more than
one copy, as shown in Figure 6-33. One copy of the logical volume (the default)
indicates that there is a direct mapping of one logical partition to one physical
partition.

\
sl

PP
second

copy

Sl N |

NO MIRRORING MIRRORING

Figure 6-33 Mapping of LP to PP for mirrored and non-mirrored data

The management of logical volumes is, therefore, the management of disk space
that is available for use. This section will review the functions that can be
performed by users on logical volumes.

6.4.1 Adding a logical volume

You can create additional logical volumes with the mk1v command. This
command allows you to specify the name of the logical volume and define its
characteristics, including the number and location of logical partitions to allocate
for it. The default maximum size for a logical volume at creation is 128 logical
partitions, unless specified to be larger.
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Creating a logical volume using the command line

The mk1v command is used to create a new logical volume. Following is the
syntax of the mk1v command and the most commonly used flags are shown in
Table 6-4.

mklv [ -a Position ] [ -b BadBlocks ] [ -c Copies ] [ -d Schedule ]

[ -e Range] [ -i ] [ -L Label ] [ -m MapFile ] [ -r Relocate ] [ -s Strict ]
[ -t Type ] [ -u UpperBound ] [ -v Verify 1 [ -w MirrorWriteConsistency ]

[ -x Maximum ] [ -y NewLogicalVolume | -Y Prefix ] [ -S StripeSize ]

[ -U Userid] [ -G Groupid ] [-P Modes ] VolumeGroup Number

[ PhysicalVolume ... ]

Table 6-4 mklv command flags

Flag Description

-c Copies Sets the number of physical partitions allocated for each logical partition.
The copies variable can be set to a value from 1 to 3; the default is 1.

-i Reads the PhysicalVolume parameter from standard input. Use the -iflag
only when PhysicalVolume is entered through standard input.

-L Sets the logical volume label. The default label is None. The maximum
size of the label file is 127 characters. If the logical volume is going to be
used as a journaled file system (JFS), then the JFS will use this field to
store the mount point of the file system on that logical volume for future

reference.
-P Modes Specifies permissions (file modes) for the logical volume special file.
-t Type Sets the logical volume type. The standard types are JFS (file systems),

JFSLOG (journal file system logs), and paging (paging spaces), but a
user can define other logical volume types with this flag. You cannot
create a striped logical volume of type boot. The default is JFS. If a log
is manually created for a file system, the user must run the logform
command to clean out the new JFSLOG before the log can be used. Use
the following command to format the logical volume logdev:

Togform /dev/Togdev

where /dev/logdev is the absolute path to the logical volume.

-y Specifies the logical volume name to use instead of using a system-
NewlLogical | generated name. Logical volume names must be unique systemwide
Volume names, and can range from 1 to 15 characters. If the volume group is

varied on in concurrent mode, the new name should be unique across all
the concurrent nodes the volume group is varied on. The name cannot
begin with a prefix already defined in the PdDv class in the Device
Configuration Database for other devices.
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The following example shows the use of mklv command to create a new logical
volume, newlv. This will create a logical volume called newlv in the rootvg and it
will have 10 logical partitions and each logical partition consists of two physical
partitions. The command is:

mklv -y newlv -c 2 rootvg 10

Creating a logical volume using SMIT
You can use the following SMIT hierarchy to create a logical volume:

1. Run the command smitty mklv.

2. Press F4 to get a list of all the volume groups that are defined in the system. A
screen similar to Figure 6-34 will be shown.

Aidd a Logical Yolume

Type or select a value for the entry field.
Press Enter AFTER making all desired changes.

[Entry Fields]
LY OLUHE GROUP name| 1 +

YOLUME GROUP name

Move cursor to desired item and press Enter.

F1=Help F2=Refresh F3=Cancel
F1| F8=Image F10=Exit Enter=Do
F5| /=Find n=Find Next

F9

Figure 6-34 Selecting the volume group to hold the new logical volume

3. Use the arrow keys to select the volume group in which you want to create
your new logical volume and press Enter. A screen similar to Figure 6-35 on
page 125 will be shown.
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Add a Logical Yolume

Type or select values in entry fields.

Press Enter AFTER making all desired changes.

LTOP] LEntry Fields]
Logical volume NAME] 11}

#* YOLUME GROUP name rootvg

# Number of LOGICAL PARTITIONS L1 #
PHYSICAL YOLUME names [1 +
Logical volume TYPE L]
POSITION on physical volume middle +
RANGE of physical volumes minimum +
MAXTHUM NUMBER of PHYSICAL YOLUMES [1 #

to use for allocation
Number of COPIES of each logical 1 +
partition

Mirror Write Consistency? yes +
Allocate each logical partition copy yes +

[HMORE . ..111

F1=Help F2=Refresh F3=Cancel Fd=List

F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do

Figure 6-35 Setting characteristics of the new logical volume

4. In the Logical volume NAME parameter, enter the name of the logical volume
you are creating (newlv in this case).

5. In the Number of LOGICAL PARTITIONS parameter, enter the number of
logical partitions you want to assign to your new logical volume (10 in this
case). Each logical partition corresponds to one or more physical partitions,
depending upon the number of copies of data you want to keep.

6. Inthe PHYSICAL VOLUME names parameter, enter the physical volumes
that you want to use for this logical volume. If you do not specify any names,
the first PV in the system will be used to place all the data on.

7. In the Number of COPIES of each logical partition parameter, enter the
number of copies that you want for your data. If you want to mirror your data
change, the default is from 1 to a maximum of 3.

8. Press Enter to create the logical volume.

6.4.2 Removing a logical volume

You may need to remove a logical volume if it is no longer in use for storage
purposes by users and applications. The rmlv command can be used to remove
a logical volume.

Chapter 6. Storage management, LVM, and file systems 125



Removing a logical volume using the command line

The rm1v command is used to remove a logical volume. The general syntax of
the command and its commonly used flags are shown in Table 6-5. The
command is:

rmlv [ -f ] [ -p PhysicalVolume 1 LogicalVolume ...

Table 6-5 rmlv command flags

Flag Description

-f Removes the logical volumes without requesting confirmation.

-p PhysicalVolume | Removes only the logical partition on the PhysicalVolume. The
logical volume is not removed unless there are no other physical
partitions allocated.

The following example shows the command to remove a logical volume, newlv:

# rmlv newlv

Warning, all data on logical volume newlv will be destroyed.
rmlv: Do you wish to continue? y(es) n(o) y

#

Entering a y as the response to this dialogue and pressing Enter will complete
the process of deletion of a logical volume.

Removing a logical volume using SMIT
You can use the SMIT fast path smitty rmlv to remove a logical volume.

Removing a logical volume when rootvg is full
In this section, you will attempt to remove the logical volume templv, but with a

few surprises, when the rootvg is full.
Unmount the logical volume:

umount /dev/templv

Remove the logical volume:

# rmlv templv

Warning, all data contained on Togical volume templv will be destroyed.
rmlv: Do you wish to continue? y(es) n(o)? y

/tmp/1vmapl11780: There is not enough space in the file system.
0516-912 rmlv: Unable to remove Togical volume templv.
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While removing the logical volume, you receive the preceding error message.
Check the disk space by entering:

# df

Filesystem 512-bTocks Free %Used Iused %Iused Mounted on
/dev/hd4 32768 0 100% 1868 16% /

/dev/hd2 4702208 0 100% 51167 9% /usr
/dev/hd9var 16384 0 100% 183 9% /var
/dev/hd3 32768 0 100% 34 1% /tmp
/dev/hd1 16384 8 100% 49 3% /home
/dev/userlv 16793600 9968728 41% 21 1% /u

The file systems /, /usr, /var, /tmp, and /home are full. There are two options to fix
this problem:

1. Check the file systems and find unused or obsolete files that can be removed.

2. Increase the size of the file systems, if you have enough disk space, or add an
additional drive and use the extendvg command to add the drive to the rootvg,
then increase the size of the file systems.

After investigation, you will find that there is a file called bigfile, which is an
unused file that is taking up space on the file system /tmp and /home. Delete this
file from the two file systems. The other file systems will be resized using the
chfs command.

To delete the obsolete files from /tmp and /home, do the following:

# rm /tmp/bigfile
# rm /home/bigfile

# df

Filesystem 512-bTocks Free %Used Iused %Iused Mounted on
/dev/hd4 49152 0 100% 1868 16% /

/dev/hd2 4702208 0 100% 51167 9% /usr
/dev/hd9var 16384 0 100% 183 9% /var
/dev/hd3 32768 31568 4% 33 1% /tmp
/dev/hd1 16384 15656 5% 48 3% /home
/dev/userlv 16793600 9968728 41% 21 1% /u

To resize the other three file systems, enter:
smitty jfs

From the Journaled File Systems menu select the Change / Show
Characteristics of a Journaled File System option, as displayed in Figure 6-36 on
page 128.
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Journaled File Systems
Move cursor to desired item and press Enter.

fidd a Journaled File System

Add a Journaled File System on a Previously Defined Logical Yolume
Remove a Journaled File System

Defragment a Journaled File System

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 6-36 Journaled File Systems menu

Once the Change / Show Characteristics of a Journaled File System option has
been taken, a File System Name submenu will appear. Select the file system to
which changes will be made, as displayed in Figure 6-37.

Journaled File Systems
Move cursor to desired item and press Enter.

Add a Journaled File System

File System Mame
Move cursor to desired item and press Enter.

/home

fusr

/var

/tmp
Jexport/lpp_source
Jexport/spot
/richfs

/testfs

F1=Help F2=Refresh F3=Cancel
F8-Image F10-Exit Enter-Do
F1| /=Find n=Find Next

F9

Figure 6-37 File System Name submenu

Figure 6-38 on page 129 shows the original characteristics of the / (root) file
systems. Go down to the Size of file system (in 512-byte blocks) option.
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Change / Show Characteristics of a Journaled File System

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

File system name

NEW mount point

SIZE of file system (in 512-byte blocks)
Mount GROUP

Mount AUTOMATICALLY at system restart?
PERMISSIONS

Mount OPTIONS

Start Disk Accounting?

Fragment Size (bytes)

Number of bytes per inode

Compression algorithm

Large File Enabled

Allocation Group Size (MBytes)

F1=Help F2=Refresh F3=Cancel
F5=Reset F6=Command F7=Edit
F9=Shell F10=Exit Enter=Do

[Entry Fields]
/
[/]
[g2768]
[bootfsl
yes
read/urite

L1
no
4096
2048
no

false
8

F4=List
F8=Image

+ o+ o+ 4+

Figure 6-38 Original characteristics of a journaled file system

Figure 6-39 shows the same menu as Figure 6-38, except the Size of file system

(in 512-byte blocks) has been changed. The size can only be increased.

Change / Show Characteristics of a Journaled File System

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

File system name

[Entry Fields]
/

NEH mount point L/]
SIZE of file system (in 512-byte blocks) 149152 1]
Mount GROUP [bootfs]
Mount AUTOMATICALLY at system restart? yes +
PERMISSIONS read/urite +
Hount OPTIONS L1 +
Start Disk Accounting? no +
Fragment Size (bytes) 4096
Number of bytes per inode 2048
Compression algorithm no
Large File Enabled false
Nllocation Group Size (MBytes) 8

Fi1=Help F2=Refresh F3=Cancel F4=List

F5=Reset F6=Command F/-Edit F8=Image

F9=Shell F10=Exit Enter=Do

Figure 6-39 New characteristics of a journaled file system
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In Figure 6-40, the